
Regular Papers Page

A Generalized Framework for Multi-Criteria Classifiers with 
Automated Learning: Application on FLIR Ship Imagery ........................................... 75

Khaled Jabeur, Institut Supérieur de Commerce et de Comptabilité de Bizerte (ISCCB), 
Tunisia
Adel Guitouni, Defence R&D Canada Valcartier, Canada

 

A Critical Look at the PMHT............................................................................................ 93

David F. Crouse, Marco Guerriero, Peter Willett, University of Connecticut, USA

 

Multitarget Multisensor Tracking in the Presence of Wakes ...................................... 117

Anders Rødningsby and Oddvar Hallingstad, University Graduate Center, Norway
Yaakov Bar-Shalom, University of Connecticut, USA
John Glattetre, Kongsberg Maritime, Norway 

Track-to-Track Fusion Configurations and Association in a Sliding Window.......146

Xin Tian, Yaakov Bar-Shalom, University of Connecticut, USA

From the ISIF 

Vice President

One of our

Goals is to Ensure

the High Standards 

of this Flagship

Publication…

ISIF

A semi-annual archival publication of the International Society of Information Fusion

www.isif.org

December 2009     Volume 4     Number 2     ISSN 1557-6418

Journal of Advances in Information Fusion 

JAIFFF



JOURNAL OF ADVANCES IN INFORMATION FUSION: DECEMBER 2009
Editor-In-Chief W. Dale Blair Georgia Tech Research Institute, Atlanta, Georgia, USA;  

ude.hcetag.irtg@rialb.elad ;4397-704-404   
 Associate Uwe Hanebeck University of Karlsruhe, Germany; +49-721-608-3909; 

gro.eeei@kcebenah.ewu   
Administrative Editor Robert Lynch Naval Undersea Warfare Center, Newport, Rhode Island,  

lim.yvan@hcnyl.s.trebor ;3668-238-104 ;ASU   
 Associate Ruixin Niu Syracuse University, Syracuse, New York, USA; 

ude.rys.sce@uinr ;9086-724-068   

EDITORS FOR TECHNICAL AREAS 

Tracking   ;ASU ,aigroeG ,atnaltA ,etutitsnI hcraeseR hceT aigroeG kcillaM ardnehaM 
ude.hcetag.irtg@kcillam.ardneham ;1178-704-404   

 Associate Peter Willett University of Connecticut, Storrs, Connecticut, USA; 
ude.nnocu.rgne@ttelliw ;5912-684-068   

 Associate Huimin Chen University of New Orleans, New Orleans, Louisiana, USA; 
ude.onu@2nehch ;0821-082-405   

Detection  ;ASU ,kroY weN ,esucaryS ,ytisrevinU esucaryS yenhsraV domarP 
ude.rys@yenhsrav ;0601-344-513   

Fusion Applications Ben Slocumb Numerica Corporation; Loveland, Colorado, USA; 
su.aciremun@bmucolsjb ;0002-164-079   

Image Fusion Lex Toet TNO, Soesterberg, 3769de, Netherlands; +31346356237;  
ln.ont@teot.xel   

Fusion Architectures and  Chee Chong BAE Systems, Los Altos, California, USA; 650-210-8822; 
Management Issues  chee.chong@baesystems.com
Classification, Learning,  Müjdat Çetin Sabanci University, Turkey; +90-216-483-9594; 
Data Mining  mcetin@sabanciuniv.edu
 Associate Pierre Valin Defence R&D Canada Valcartier, Quebec, G3J 1X5, 

 ;8244 txe 0004-448-814 ;adanaC   
ac.cg.cddr-cdrd@nilav.erreip   

Bayesian and Other Reasoning 
Methods

 Shozo Mori BAE Systems, Los Altos, California, USA; 650-210-8823; 
moc.smetsyseab@irom.ozohs   

 Associate Jean Dezert ONERA, Chatillon, 92320, France; +33146734990; 
moc.oohay@trezedj   

Manuscripts are submitted at http://jaif.msubmit.net. If in doubt about the proper editorial area of a contribution, submit it 
under the unknown area.

INTERNATIONAL SOCIETY OF INFORMATION FUSION

 

INTERNATIONAL SOCIETY OF INFORMATION FUSION
Elisa Shahbazian, President  ,gnohC eehC Treasurer
Stefano Coraluppi, President-elect  ,molahS-raB vokaaY Vice President Publications
Uwe Hanebeck, Secretary  ,hcnyL treboR Vice President Communications 

 

The International Society of Information Fusion (ISIF) is the premier professional society and global                       
information resource for multidisciplinary approaches for theoretical and applied INFORMATION FUSION 
technologies. Technical areas of interest include target tracking, detection theory, applications for information 
fusion methods, image fusion, fusion systems architectures and management issues, classification, learning, data 
mining, Bayesian and reasoning methods.    

Journal of Advances in Information Fusion (ISSN 1557-6418) is published semi-annually by the International Society of Information 
Fusion. The responsibility for the contents rests upon the authors and not upon ISIF, the Society, or its members. ISIF is a California 
Nonprofit Public Benefit Corporation at P.O. Box 4631, Mountain View, California 94040. Copyright and Reprint Permissions:  
Abstracting is permitted with credit to the source. For all other copying, reprint, or republication permissions, contact the Administrative 
Editor. Copyright© 2009 ISIF, Inc.   



From the ISIF Vice President
for Publications
December 2009

We want YOUR papers for JAIF!

The Journal for Advances in Information Fusion
(JAIF), the flagship publication of ISIF, started in
2006 and this (eighth) issue completes its 4th year.
While JAIF is a free-access and no-fees-for-authors
on-line journal, hard copies of it were distributed as
part of the registration package at several FUSION
Conferences.
As indicated in a previous editorial, one of our

goals is to ensure the high standards of this flagship
publication, as appropriate for an archival publication
that is worth of this designation. JAIF is fortunate to
have as Founding Editor-in-Chief, W. Dale Blair, who
with his extensive experience as Editor-in-Chief of the
IEEE Transactions on Aerospace and Electronic Systems,
managed to put together the publication mechanism and
orchestrate, together with a dedicated Editorial Board
and referees, a reviewing process that is both thorough
and is completed (most of the time...) in a timely
manner. While the review process can be sometimes
painful (I am speaking from my own experience–when
I was at the receiving end of harsh reviewer comments)),
the final result is always a better paper that is worthy to
be archived.
However, there is another part that is needed: YOU,

the authors of good papers. Many of the papers pre-
sented at the annual FUSION conferences are suitable
for submission to JAIF. We approached the candidates
for the best paper awards and invited them to sub-
mit their papers to JAIF. Since all conference papers
can use revisions and improvements, we suggested to
the authors to put on their “best dress” for the jour-
nal submission. We would also like to invite other au-
thors of papers at FUSION to consider submission to
JAIF if they feel the paper is ready for an archival
publication.
I realize how difficult and time consuming such a

revision can be. I also realize that in non-academic
jobs such an endeavor can have negative repercussions.
Since in most cases this is not part of the “day job”,
it requires spending time that otherwise could be used
for family, recreation, or other purposes. Furthermore,
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speaking from my own personal experience (as well
as actual events that occurred to colleagues), there can
be other consequences, like having a boss who could
develop a negative attitude towards the author because
of this. Nevertheless, in the long run the talents and
perseverance will prevail, so such an endeavor is bound
to bear fruits that that are not obvious when the author
“sweats it out”.

I want to take this opportunity to thank the entire
Editorial Board (all volunteers) for their work and solicit
additional volunteers for both editorial work as well as
reviewers.

Yaakov Bar-Shalom
Vice President for Publications
International Society for Information Fusion
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A Generalized Framework
for Multi-Criteria Classifiers
with Automated Learning:
Application on FLIR Ship
Imagery

KHALED JABEUR

ADEL GUITOUNI

This paper reviews Multi-Criteria Classifiers (MCCs) or com-

monly multi-criteria classification methods. These methods have

many advantages including flexibility, the integration of human

judgments and prevention of black box syndrome. However, these

advantages come with a price: large number of parameters to be

setup. In particular, this paper focuses on Nominal Concordance/

Discordance-based MCCs (NCD-MCCs). A generalized framework

is proposed to synthesize the underlying computation algorithm for

each MCC. In order to address MCCs disadvantages, an Automated

Learning Method (ALM) based on Real-Coded Genetic Algorithm

(RCGA) is proposed to infer these parameters. The empirical re-

sults of some MCCs are compared with those obtained by other

classifiers (e.g. Bayes and Dempster-Shafer classifiers). A military

dataset of 2545 Forward Looking Infra-Red (FLIR) images repre-

senting eight different classes of ships is therefore used to test the

performance of these classifiers. In this paper, we argue the benefits

of cross-fertilization of MCCs and information fusion algorithms.
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1. INTRODUCTION

Supervised classification often consists in assign-
ing a set of entities (e.g. alternatives, images, projects,
subjects) into pre-defined and homogeneous categories.
Categories are known a priori either by defining pro-
files limit between them or by a set of typical profiles
(reference prototypes or elements) for each category.
Ordinal Classification (or Sorting) usually refers to an
order relationship between the categories, and nominal
classification otherwise. Recently, a variety of classifi-
cation methods–based on Artificial Intelligence (AI)
and Operations Research (OR) techniques–have been
proposed to solve classification problems [41]. Neural
Networks (NN), Machine Learning (ML), Rough Sets
(RS), Fuzzy Sets (FS) and Multi-Criteria Decision Anal-
ysis (MCDA) were used for the development and the
validation of these methods. This paper focuses on clas-
sification methods based on MCDA methodology.
In this paper we use Multi-Criteria Classifiers

(MCCs) to designate supervised classification methods
based on MCDA methodology. The most MCCs are
based on either outranking or multi-attribute utility
approaches. Roy and Moscarola [35], Masaglia and
Ostanello [24], Yu [42], Perny [31], Belacel [3] and
Henriet [15] have proposed MCCs based on the out-
ranking approach, while M.H.DIS (Multi-group Hi-
erarchical DIScrimination) method [40] and UTADIS
(UTilités Additives DIScriminantes) method and its
variants ([21], [39], [10]) are typical methods based on
multi-attribute utility theory. This paper focuses essen-
tially on outranking-based nominal MCCs where there
is no order relationship between the categories. These
MCCs are based on concordance/discordance concepts.
Limitation of outranking-based methods is due to the

large number of parameters (e.g. discrimination thresh-
olds, weights, reference alternatives, etc.) required. In
MCDA context, these parameters are generally elicited
using interactive approaches from the decision-maker
to articulate his relational preference system: it’s the
Direct Elicitation Approach (DEA). However, it is diffi-
cult for the decision-maker to provide such information
in a coherent way when the number of these parameters
is considerable. Indirect Elicitation Approach (IEA) or
Automatic Learning Methods (ALMs) might be the so-
lution to elicit automatically the values of these param-
eters based on a training set of pre-assigned examples.
These two elicitation approaches will be discussed in
Section 3.
This paper makes three main contributions. First,

we propose a generalized framework for Nominal
Concordance/Discordance-based MCC (NCD-based
MCCs). Second, we develop an ALM based on Real-
Coded Genetic Algorithm (RCGA) to estimate the pa-
rameters of NCD-based MCCs. Then we illustrate and
assess the performance of the proposed approach on
selected NCD-based MCCs. Even if the purpose of the
comparison might be seen limited, we present exper-
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Fig. 1. NCD-based MCCs concepts.

imental results by comparing NCD-based MCCs with
other classifiers such as Bayes and Dempster-Shafer
classifiers. A dataset of 2545 Forward Looking Infra-
Red (FLIR) images representing eight different classes
of ships is used for the empirical validation.
This paper is organized as follows. Section 2 pre-

sents a generalized framework for NCD-based MCCs.
Section 3 proposes an ALM based on RCGA to infer
the parameters of the NCD-based MCCs. Section 4
presents a brief description of the dataset used to test
the performance of the different classifiers. In Section 5,
computational results of some NCD-based MCCs are
presented and compared with those obtained by other
classifiers. Finally, conclusions, discussions and future
works are presented in Section 6.

2. A GENERALIZED FRAMEWORK FOR NCD-BASED
MCCs

In our opinion, there are at least three major advan-
tages which distinguish MCCs from the other classi-
fiers:

1. MCCs are designed to incorporate objective and sub-
jective information and deal “correctly” with quan-
titative and qualitative data. In fact, it is possible to
take into account human judgments and compute in-
formation obtained on conflicting and heterogeneous
dimensions [10]. Therefore, these methods are es-
sential when it is important to explicitly integrate

human judgments (decision-maker’s preferences), to
consider many conflicting criteria, and to deal with
data obtained on heterogeneous measurement scales
(see Fig. 1);

2. MCCs allow pairwise comparisons between the ob-
jects to be assigned and the profiles (or reference ele-
ments). The pairwise comparison might be seen as a
projection isomorphism for each pair of alternatives
from the attributes spaces to the preferences spaces.
The result of the comparison is a valued function
between each pair of alternatives/elements. The ag-
gregation and exploitation of these valued functions
avoid computing distance measures obtained on het-
erogeneous measurement scales (as in K-NN classi-
fier) and allow handling qualitative and/or quantita-
tive information;

3. MCCs avoid the black box situation: it is easy to
explain the classification result in natural language.

The advantages or strengths of MCCs could also be
seen as weaknesses if subjective human judgments are
to be avoided and the information is not heterogeneous
and highly correlated. Moreover, these methods require
a quite large set of parameters to be determined, which
could also be seen as a strength (offering many degrees
of freedom). To overcome these limitations, an IEA may
be used to infer automatically these parameters. To our
knowledge, there exist in the literature four NCD-based
MCCs: (i) TRI-NOMFC classifier [23], (ii) PROAFTN
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Fig. 2. Indifference relation principle.

classifier [3], (iii) PIP and K-PIP classifiers [15] and
(iv) FBI classifier [31].1 The concordance and discor-
dance concepts were introduced by Bernard Roy [32]
when he defined the outranking relation in ELECTRE
I method. Indeed, according to many authors ([7], [33],
[38]), an outranking relationship can be defined as fol-
lows: an alternative ai outranks an alternative ak if and
only if there are enough arguments to decide that ai is at
least as good as ak (concordance concept) while there is
no essential reason to refute that statement (discordance
concept). Recently, Perny [31], Belacel [3] and Henriet
[15] extended the above definition by developing an in-
difference relation measuring the similarity between two
alternatives ai and ak. The main idea of this relation is
to compare the strength of the arguments supporting a
proposition to the strength of the arguments opposing
the same proposition (see Fig. 2). In fact, it’s on the
basis of this relation that NCD-based MCCs assign an
object (project, alternative, image, etc.) into a predefined
category. Hence, according to the NCD-based MCCs,
assigning an object consists in computing its member-
ship degree into a predefined category. Membership de-
gree is an aggregate of the evaluation of the indifference
between the object to be assigned and each prototype
characterizing each category. Each indifference evalua-
tion considers parameters such as discrimination thresh-
olds and criteria/attributes weights.
Let’s consider the following notations:

–Let A= faigi=1:::m be a set of m objects to be assigned;
–Let C = fChgh=1,2,:::,H be a set of H nominal and
predefined categories or classes. Each category Ch is
characterized by a set of profiles or reference objects
Bh = fbhkgk=1:::Lh . The set of all profiles is noted by
B =

SH
h=1B

h;

1Figueira et al. [11] have recently proposed an extension of
PROMETHEE method for classification purposes. This method will
not be considered in this paper because, according to these authors,
some improvements must be done to finalize it.

–Let F = fgjgj=1:::n be a set of n criteria. We assume
that the criteria are to be maximized (transforming a
minimization to a maximization is a straight forward).
To each criterion gj , we assign a weight w

h
j (j =

1 : : :n) which expresses its relative importance in the
category Ch;

–Each object ai (respectively profile b
h
k ) is evaluated on

all criteria by the vector: ai = (g1(ai),g2(ai), : : : ,gn(ai))
(respectively by bhk = (g1(b

h
k ),g2(b

h
k ), : : : ,gn(b

h
K))).

Most NCD-based MCCs compute for each object ai
a fuzzy number called ¹(ai,C

h) 2 [0,1], which measures
the membership degree of ai to a given category or class
Ch. Hence, if ¹(ai,C

h) = 1 we say that ai belongs per-
fectly to the category Ch. However, when ¹(ai,C

h) = 0,
we say that ai has no common ground with the category
Ch. Fig. 1 presents a functioning schema of NCD-based
MCCs. Fig. 3 shows a generalized framework used by
NCD-based MCCs to compute ¹(ai,C

h).
The membership degree of an object ai to a cate-

gory Ch is computed using the concordance and dis-
cordance concepts. A local concordance Cj(ai,b

h
k ) and

discordanceDj(ai,b
h
k ) indices are computed for each ob-

ject ai to be assigned, for each criterion gj (j = 1 : : :n)
and for each profile bhk (k = 1 : : :Lh) characteristic of
Ch.2 For instance, PROAFTN method [3] proposes lin-
ear functions–similar to those used in ELECTRE III
method [34]–for the local concordance and discor-
dance indices (see Fig. 4). In TRINOMFC method [23],
only local concordance indices are computed using cri-
teria functions similar to those used in PROMÉTHÉE
method [6]. According to [23], it’s not appropriate to
consider discordance concept when dealing with nomi-
nal classification. The computation of local concordance
and discordance indices of all NCD-based MCCs are
summarised in Tables I and II (see pages 80 and 81).
The computation of local concordance and discor-

dance indices is based on the following types of thresh-
olds: indifference, preference and veto thresholds. The
indifference (qj) and the preference (pj) thresholds
are used to nuance the distinction between two ob-
jects into weak and strong preference relationships. The
veto threshold (vj) represents the limit of the toler-
ance for partial compensation between evaluations. In
other word, if the evaluation of ak is at least vj differ-
ent than the evaluation of ai on criterion gj , then we
may refuse/confirm some propositions about ai and ak
without regarding their evaluations on the other crite-
ria. Note that these thresholds are established: i) for
each criterion in FBI classifier, ii) for each criterion
and category in PIP, K-PIP and TRI-NOMFC classi-
fiers and iii) for each criterion, category and profile
in PROAFTN classifier. The aggregation operators ´C
and ´D are used in order to compute respectively the
global concordance and discordance indices (see Ta-

2In PROAFTN classifier [3] each profile bhk is defined, for each cri-
terion gj , by an interval [S

1
j (b

h
k ),S

2
j (b

h
k )] which is an exception with

regards the other MCCs.
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Fig. 3. Generalized framework of NCD-based MCCs to compute ¹(ai,C
h).

bles I and II). For all NCD-based MCCs, the opera-
tor ´C (respectively ´D) is often equal to the weighted
sum (respectively weighted geometric mean). The com-
putation of these global indices takes into account the
criteria weights. For PROAFTN, TRI-NOMFC, PIP and
K-PIP classifiers these weights are determined for each
criterion and category whereas for FBI classifier these
weights are computed only for each criterion.
The similarity index SI for each pair of objects

(ai,b
h
k ) is computed as shown in Table III (see page

81). In general, two kinds of aggregation operator

° are used to combine the quantities C(ai,b
h
k ) and

(1¡D(ai,bhk )): the Product and the Minimum. Since
for TRI-NOMFC classifier there is no discordance, the
global concordance index is equal to the similarity in-
dex; i.e. C(ai,b

h
k ) = SI(ai,b

h
k ). The aggregation opera-

tor Ã computes the membership degree ¹(ai,C
h) of

ai to C
h as shown in Table IV (see page 82). Fi-

nally, based on these membership degrees ¹(ai,C
h), Ta-

ble V (see page 82) presents the decision rules used
by NCD-based MCCs to assign an object ai to a cate-
gory Ch.
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Fig. 4. Representation of local concordance/discordance functions for PROAFTN classifier.

Three interesting elements should be considered
from Tables IV and V. The first one is that K-PIP
classifier constitutes a generalization of the fuzzy K-
NN algorithm [22] where neighbouring is defined by
the similarity index SI. Thus, according to this classi-
fier an object ai has likelihood to be assigned to cat-
egory Ch if and only if at least one of its profiles bhk
(k = 1 : : :Lh) belongs to the set of the K more similar
profiles to ai in B =

SH
h=1B

h. Secondly, TRI-NOMFC
classifier [23] has introduced weight coefficients whk (b

h
k )

for each profile. Indeed, we believe that the idea of
assigning weights to profiles is very interesting since
it is possible that, in the same category, a profile bhk1
is more representative of the category Ch than another
profile bhk2 . Finally, the third element is related to the
decision rule used in TRI-NOMFC classifier [23] to as-
sign an object ai to a category C

h. In fact, the advantage
of this rule, also known as Hurwitz rule, is to com-
bine an optimistic (MaxiMax) and a pessimistic (Max-
iMin) behaviour in order to provide a more nuanced
behaviour in which the optimism level is controlled
by the parameter ® 2 [0,1]; When ®= 1 (respectively
®= 0) Hurwitz rule is equivalent to the optimistic rule
(MaxiMax) (respectively to the pessimistic rule (Max-
iMin)).

3. ELICITATION OF NCD-BASED MCCs PARAMETERS

According to [41], any multiple criteria classifica-
tion methodology faces two issues: (i) The specifica-
tion of the aggregation model to be used, and (ii) the
assessment of the parameters of the model. In the above
section the first issue is discussed. In this section, we
propose first a mathematical model that provides the
optimal parameters values of the aggregation model.

Since, as it will be shown later, the proposed mathemat-
ical model can not be solved using classical optimiza-
tion methods, an Automatic Learning Method (ALM)
based on Real-Coded Genetic Algorithm (RCGA) is
then proposed to approximate the optimal solution of
this model and consequently to infer the parameters val-
ues of NCD-based MCCs.

3.1. A Mathematical Model to Provide the Optimal
Values of NCD-Based MCC Parameters

It is essential to estimate the best values for aggre-
gation model’s parameters (e.g. criteria weights, substi-
tution ratios, indifference, preference and veto thresh-
olds). In MCDA literature, two approaches are proposed
to elicit the parameters of MCCs: the Direct Elicitation
Approach (DEA) and the Indirect Elicitation Approach
(IEA). In the first approach, through an interactive ques-
tioning, the decision-maker provides the values of these
parameters. The aim of this interaction is to ensure that
the provided parameters values represent properly the
decision-maker judgments and preference system (value
or expertise). However, in many other decision-making
situations, the determination of the values of these pa-
rameters represents a difficult task due to many reasons
such as the size of the problem (i.e. high number of
parameters), the imprecise nature of the data, the con-
fusing meaning of the parameters, the analyst ability
to perform efficiently the elicitation process, etc. Thus,
the DEA is often time-consuming and consequently it
may discourage the decision-maker from participating.
To overcome the drawbacks of the DEA, the IEA em-
ploys ALMs to infer automatically the values of these
parameters based on examples (or prototypes) known
as training objects (part of a training set). In MCDA
literature, this second approach is called Preference De-
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TABLE I
Local and Global Concordance Indices

segregation Approach (PDA) (e.g. [4], [8], [9], [10] and
[36]). In artificial intelligence, the IEA is known as Ma-
chine Learning (ML) (e.g. [2] and [28]).
Indeed, the mathematical model that provides the

optimal values of NCD-based MCCs parameters is pre-
sented as follows:

(¤) :

8>>>><
>>>>:
Minimize

pl2P
¡ =

X
ai2Z

HX
h=1

(¹ih(p1,p2, : : : ,ps)¡ ´hi )2

Subject to Structural Constraints (SC)

Decision-Maker’s Constraints (DMC)

,

where

´hi =

(
1 if ai 2 Ch

0 otherwise
, ¹ih ´ ¹(ai,Ch), P = fpigi=1:::s

is the parameters set and Z is the training set (i.e. a set of
objects which assignments is known in advance).3 ¡ is
the objective function of cumulative classification errors
and should be minimised, i.e. the difference between
the estimated membership degree of ai (i.e. ¹(ai,C

h))
obtained by applying a NCD-based MCC and the true
membership degree ´hi of ai given a priori in the training
set Z. Two types of constraints are considered in ¤:
Structural Constraints (SC) and Decision-Maker’s Con-
strains (DMC). In general, the first type of constrains
are articulated in function of the characteristics of the
parameters and their mutual relationship (e.g. the sum

3The training set is obtained by partitioning the entire dataset in two
subsets: the first one, called training subset, is used to elicit the values
of the parameters and the second subset, called test subset, is used to
evaluate the performance of the MCCs.
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TABLE II
Local and Global Discordance Indices

TABLE III
Similarity Index Computation

of the criteria weights for each category is equal to 1,
i.e.

Pn
j=1w

h
j = 1; the indifference threshold is smaller or

equal than the preference threshold for each criterion,
i.e. qhj · phj (j = 1 : : :n)). The second group of constrains
expresses the preferences of decision-maker with re-
spect to the NCD-based MCC parameters. For instance,
the decision-maker may specify, for a particular cate-
gory, that

P
j2J w

h
j ¸

P
j2I w

h
j where I,J ½ f1 : : :ng and

I \ J =Ø.

It’s noteworthy that Belacel [3] and Henriet [15]
have proposed similar mathematical models to infer the
parameters values of their respective NCD-based MCC.
When the values of the different thresholds are known,
Henriet [15] has shown that for specific configurations
of global concordance, discordance and similarity in-
dices, the mathematical model (¤) can be easily relaxed
into linear program and then solved by classical opti-
mization methods. In addition, Henriet [15] has pro-
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TABLE IV
Membership Degree Computation

TABLE V
Decision Rules to Assign a Given Object

posed two methods based respectively on K-Means and
Genetic algorithms to identify the profiles which char-
acterize each category. In this same perspective, Belacel
et al. [4] have presented a methodology to infer the
parameters of PROAFTN classifier. In their methodol-
ogy, these authors have made some simplifications: only
concordance concept is considered, the criteria weights

are assumed to be equal and each category is character-
ized by only one profile. Hence, the parameters that are
inferred in their learning process are: the upper and the
lower bounds of the interval [S1j (b

h
k ),S

2
j (b

h
k )] and the two

preference thresholds p¡j (b
h
k ) and p

+
j (b

h
k ). Belacel et al.

[4] solved a mathematical model similar to (¤) by us-
ing a training set and the Reduced Variable Neighbour-
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hood Search (RVNS) meta-heuristic recently proposed
by [29]. Belacel et al. [4] have reported that the Average
Identification Rate (AIR)4 of PROAFTN is, in general,
better than the AIR of other classification methods re-
ported on the same datasets.
Since the objective function ¡ of (¤) is neither con-

vex nor concave and may have many local optima,
it will be difficult to find a global optimum for (¤).
Therefore, it’s not possible to use classical optimization
methods (e.g. gradient algorithms and interior-point al-
gorithms) to solve (¤). To overcome this difficulty, an
ALM based on RCGA is proposed to approximate the
optimal solution of (¤) and consequently to infer the
parameters values of NCD-based MCCs.

3.2. An ALM Based on RCGA to Infer the Values of
NCD-Based MCC Parameters

Genetic Algorithms (GAs) are stochastic algorithms
based on the mechanism of the genetic evolution (se-
lection, cross-over and mutation) to solve complex and
large optimization problems. GAs were initially intro-
duced by John Holland [19], but they were popular-
ized thanks to the book of Goldberg [12]. The main
idea of GAs is to start with an initial population of po-
tential solutions (or chromosomes) arbitrarily selected.
Then, evaluate the relative performance of each solution
through a fitness function. Then, on the basis of so-
lutions performances, generate a new population using
three evolutionary operators: selection, crossover and
mutation. The selection operator identifies both the rel-
atively “good” solutions that will be used to generate
the new population and the relatively “bad” solutions
that will be removed from the current population. The
crossover operator swaps the structures of two “parent
solutions” in order to form two similar “offspring so-
lutions” that will be involved in the new population.
The mutation operator alters arbitrarily the features of
one or more solutions in order to increase the structural
variability of the population. The above three opera-
tors are repeated until a stopping condition is met. A
simplified structure of genetic algorithm is shown in
Fig. 5.
The application fields of GAs are considerable. For

instance, these algorithms are used in:

–Optimization, when the functions to optimize are
complex, irregular and with high dimensionality;

–Physics, as optimization methods for real problems
(e.g. structures optimization);

–Artificial intelligence, where the adaptive abilities of
GAs are exploited;

–Economy, to model the behaviour of agents for in-
stance;

–Image recognition, for example to classify the un-
known objects to pre-defined categories;

4This is a performance measure of a classifier. It’s defined by the
following ratio: the number of objects that are correctly classified
divided by the total number of objects.

Fig. 5. A simplified architecture of a GA.

–Graph and game theories, to solve for example the
Traveling Salesman Problem (TSP) or some problems
in repetitive and differential games;

–¢ ¢ ¢
The success of GAs is mainly due to their ability to

exploit vast unknown search spaces in order to orient
subsequent searches into useful subspaces. This feature
makes GAs more efficient and effective search tech-
nique to explore large, complex, and poorly understood
search spaces, where classical search tolls are inappro-
priate. Since many years, binary coded solutions (or
chromosomes) have dominated GAs research. However,
Michalewicz [25] has showed that this kind of represen-
tation for optimization problems with continuous vari-
ables may involves at least three drawbacks:

² It’s difficult to use binary coding for optimization
problems with high dimension and numerical preci-
sion. For instance, with 100 variables belonging to
the interval [¡500,500] and a precision of 6 decimal
numbers, the size of a binary coded solution is 3000.
This generates a search space of about 101000. For this
kind of binary coded problems GAs will have weak
performance [27];

² The Hamming5 distance between two neighborhood
real numbers may be large in binary coding. For ex-
ample, the Hamming distance between 0111 (which
is equal to 7) and 1000 (which equal to 8), is equal
to 4;

² When the crossover and the mutation operators are
applied on binary coded continuous chromosomes
they may generate new infeasible solutions.

The above drawbacks of the binary coding have mo-
tivated the development of other coding types. Real cod-
ing is particularly natural when optimization problems
involve real variables. GAs with this type of coding
are called real-coded GAs (RCGAs) [18]. In the recent
years, RCGAs have been used to solve various continu-

5The Hamming distance between two binary coded strings is defined
as the number of bits which are different in the two strings.
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ous optimization problems (e.g. [26], [16], [17], [1]). In
RCGAs, each solution (or chromosome) is treated as a
vector of real numbers. Since the conventional crossover
and mutation operators for binary coding are not appli-
cable for real coding, many other adapted operators are
proposed in the literature for real coding [18].
In this work, RCGAs will be used to infer the

parameters of the NCD-Based MCCs since all of them
are real numbers (e.g. thresholds, weights, etc.). To
implement the RCGA, some technical choices have
been made on its parameters (e.g. selection methods,
crossover and mutation operators, etc). These choices
will be specified in Section 5. In next section, we briefly
describe the military dataset that will be used to test the
performance of the different classifiers.

4. MILITARY DATASET DESCRIPTION

The military dataset that will be used in this work
includes 2545 Forward Looking Infra-Red (FLIR) im-
ages belonging to eight different classes of ships. These
images were provided by the U.S. Naval Weapons Cen-
ter and Ford Aerospace Corporation. Typical silhouettes
of the best image of each class and other related infor-
mation about classes are listed in Table VI (see page
85).
Based on these 2545 FLIR images, Park and Sklan-

sky [30] proposed to extract 11 features6 (or attributes/
criteria). These attributes are obtained as follows:

² The first seven (7) attributes are represented by Hu’s
[20] moments mi. These moments are invariant un-
der scaling (different zoom factors), rotation (differ-
ent look angles) and translation (silhouette not nec-
essarily centered). The moments mi are computed by
using the second and the third order moment formula,
let:

¹nm =
X
(x,y)2S

(x¡ x̄)n(y¡ ȳ)m,

where (n+m) is the moment order; x (respectively y)
is the horizontal (respectively the vertical) coordinates
in the silhouette S; x̄ and ȳ are the coordinates of
the centroid of S. For instance, the first four (among
the seven attributes) Hu’s [20] invariant moments mi
(i= 1 : : :4) are given as follows:

–g1 =m1 = r=B, where r =
p
¹20 +¹02 the radius of

gyration and B is the distance between the camera
and the ship.

–g2 =m2 =
(¹20¡¹02)2 +4¹211

r4

–g3 =m3 =
(¹30¡3¹12)2 + (3¹21¡¹30)2

r6

–g4 =m4 =
(¹30 +¹12)

2 + (¹21 +¹30)
2

r6

6A feature is an abstraction of the raw data in order to represent the
original information.

The seven Hu’s [20] invariant moments are noted
by gi =mi for i= 1 : : :7. It’s worth noting that the
weakness of invariant features is that they contain
only information that deals with the general shape
of the ship and thereby they represent poorly the
other details of the observed object. To overcome this
disadvantage, Hu [20] proposed four other attributes
which provide more information details about ship;

² The last four (4) attributes represent the parameters
of an Auto Regressive (AR) Model. They were ex-
tracted by fitting an AR model to one-dimensional
sequence which represents the projection of a ship
image onto horizontal axis. Let r(i), i= 1 : : :N, denote
the sequence of the projected ship image sampled at
N equally spaced points. Based on these sequences,
an AR model is defined recursively by:

r(i) =
mX
j=1

�jr(i¡ j)+®+
p
¯"(i):

The above model expresses the projection ri (i=
1 : : :N) as a linear combination of the previous pro-
jections r(i¡ j) (j = 1 : : :m),7 plus a bias ® and the
error "(i) associated with the model. The parameters
are estimated by a least square fit of the model to the
one-dimensional sequence r(1),r(2), : : : ,r(N). Thus, if
�̂, ®̂ and ˆ̄ denote the least squares estimates of �, ®
and ¯ respectively, the four (4) AR parameters (m= 3,
N = 30) are presented as follows:

–gi+7 = �̂i, i= 1 : : :3

–g11 =
®̂q
ˆ̄

Park and Sklansky [30] have shown that all AR pa-
rameters are invariant to rotation, translation and scal-
ing, so that they may be used as features for classifica-
tion purpose.

5. COMPUTATIONAL RESULTS

Only two NCD-based MCCs are implemented in
this work: PROAFTN classifier [3] and K-PIP classifier
[15]. This choice is justified by the two following facts.
The first one is that K-PIP classifier is an enhanced
version of the FBI classifier [31] (see [5]). Second, since
we want to experiment the effects of both concordance
and discordance concepts on classification results, TRI-
NOMFC classifier [23] is removed from our list.
In the ALM proposed in this paper, only thresholds

will be estimated for both PROAFTN and K-PIP clas-
sifiers:

–For PROAFTN classifier [3], we consider the upper
and the lower bounds of the interval [S1j (b

h
k ),S

2
j (b

h
k )],

the two preference thresholds p¡j (b
h
k ) and p

+
j (b

h
k ) and

7Here m denotes the number of weight parameters.
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TABLE VI
Military Dataset Description

the two veto thresholds v¡j (b
h
k ) and v

+
j (b

h
k ) for j =

1 : : :11, h= 1 : : :8 and k = 1 : : :Lh;
–For K-PIP classifier8 [15], we infer the indifference
threshold qhj , the preference threshold p

h
j and finally

the two veto thresholds v¡jh and v
+
jh for j = 1 : : :11 and

h= 1 : : :8.

It’s obvious that the dimensionality (or the num-
ber of parameters to infer) of the ALM for the above
two classifiers is not the same. For instance, in K-PIP
classifier there is only 352 parameters (4£11£ 8)
to estimate while in PROAFTN classifier there is
5280 parameters (6£ 11£ 8£ 10) to estimate if we

8In this computational experiment, the number K of K-PIP classifier
(see Table IV) is fixed to 5.

assume that each category is represented by only 10
profiles.
Since the criteria weights are not included in the

ALM, they are estimated by the Entropy method [43].
Hence, the more the criterion discriminates between
images the more it will be important. In the other
hand, the profiles of each category are identified by
using an improved version of K-Means algorithm.9

The number of profiles in each category is deter-
mined by a percentage of the total number of ob-
jects in this category. This percentage varies from
1% to 10%. Many others technical choices have been
made to implement the RCGA on which is based the

9In this improved version of K-means algorithm, we remove each
profile that forms an empty group.
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ALM:

–Four selection methods are implemented: (1) Rou-
lette Wheel Selection (RWS), (2) Stochastic Remain-
der Without Replacement Selection (SRWRS), (3)
Linear Rank based Selection (LRS) and (4) Tourna-
ment Selection (TS)10;

–Five crossover operators are implemented: (1) Flat
Crossover (FC), (2) Arithmetical Crossover (AC),
(3) BLX-® Crossover (BLXC), (4) Extended Line
Crossover (ELC) and (5) Simple Crossover (SC)10;

–Four mutation operators are implemented: (1) Ran-
dom Uniform Mutation (RUM), (2) Non Uniform
Mutation (NUM), (3) Mühlenbein Mutation (MM)
and (4) Gaussian Mutation (GM)10;

–The crossover and mutation probabilities vary respec-
tively from 0.6 to 0.8 and from 0.05 to 0.1;

–The size of the generated populations varies from 30
to 80. Note that the initial population (or the set of
initial chromosomes) in generated at random. How-
ever, the random values of parameters that constitute
each chromosome are generated within specific inter-
vals. These intervals are determined based on some
statistical measures on the training dataset for each
class and each feature (some examples of these sta-
tistical measures are presented in Fig. 6). The aim of
these measures is to limit the variation domains of
the parameters and thereby to make easy the random
generation of the initial population;

–The maximum iteration number–fixed to 100–is
used as stopping criteria for the RCGA. In fact,
this number is not fixed at random. Indeed, by test-
ing many data splits, we have observed that–in
general–beyond 100 iterations the improvement of
the classification accuracy of the tested classifiers be-
comes insignificant regarding the computational ef-
fort (in time) provided to execute an additional itera-
tion;

–The method used for the evaluation of the classifica-
tion accuracy is a cross-validation method called re-
peated random sub-sampling validation. This tech-
nique randomly splits the initial dataset into training
and validation (or test) subsets. For each such split,
the classifier is retrained with the training subset and
validated (or tested) on the remaining subset. The re-
sults from each split are then averaged. Hence, ac-
cording to this cross-validation technique the military
dataset is randomly divided into two subsets: a train-
ing subset (which size varies from 50% to 70% of the
entire dataset) used to infer the values of NCD-based
MCC parameters and a test (or a validation) subset
(which size varies from 50% to 30% of the entire
dataset) used to evaluate the performance of the
different MCCs.11 Hence, for each MCC, 20 dif-

10To learn more about these evolutionary operators (crossover and
mutation) and methods (selection), we refer the reader to the work of
Herrera et al. [18].
11Note that each subdivision constitutes a partition of the entire
dataset, i.e. the union of the training subset and the test subset form
the entire dataset.

ferent random splits are generated to test its perfor-
mance.

All algorithms in the ALM–i.e. the RCGA,
PROAFTN and K-PIP classifiers–are coded in Visual
Basic (VB) and tested on a Pentium IV processor with
2.8 GHz and 512 Mb of RAM. The developed soft-
ware involves some visualization and statistical tools
on the entire, training and test datasets. For instance,
Fig. 6 presents some statistical measures on the training
dataset for each class and each attribute (or feature).
It’s important to underline that two prior works ([37]

and [30]) have used the same military dataset to test
the performance of four different classifiers: Dempster-
Shafer-based (DS) classifier, Modified-Bayes-based
(MB) classifier, K-Nearest Neighbors (K-NN) classifier
and Neural Net (NN) classifier. The results, expressed
in Average Identification Rate (AIR), obtained by these
works are presented in Table VII.
Note that the above works, i.e. Valin et al. (2006)

and Park and Sklansky (1990), use the repeated random
sub-sampling cross-validation method to evaluate the
classification accuracy of all their tested classifiers.
Valin et al. (2006) generate many random splits by using
Monte-Carlo runs14 whereas Park and Sklansky (1990)
generate only one random split.
The application of PROAFTN and K-PIP classifiers

on the military dataset provides the results presented re-
spectively in Tables VIII and IX. An example of screen
showing the application of the ALM for K-PIP classi-
fier is presented in Fig. 7. By observing Tables VIII and
IX, we conclude that both PROAFTN and K-PIP NCD-
based MCCs give, in general, good results: the AIR of
FROAFTN is 86.78% and the AIR of K-PIP is 80.69%.
Hence, these two MCCs have an AIR better than those
of MB and DS classifiers but worse than those of K-NN
and NN classifiers.
Some other comments may be made on the classifi-

cation results of both PROAFTN and K-PIP classifiers:

–The AIRs of both classifiers on the training and test
datasets are stable since they are situated around their
average (small standard deviation for both classifiers
and datasets). We can also use the coefficient of
variation (CV = (¾AIRs=X̄AIRs)%)

15 as measure of the
robustness (or the stability) of the obtained results.
For instance, the CV of the PROAFTN AIRs for the
test dataset is equal to CV = 1:65=86:78 = 1:9% (see
Table VIII) which is small.

–The AIRs obtained on the training and the test
datasets are too different for PROAFTN classifier (av-
erage range 7.04%), while these AIRs are nearly the
same for K-PIP classifier (average range 2.53%). We
believe that this is due both to the high number of

14The number of splits is not specified by these authors.
15Note that more the CV is small the more the observations are homo-
geneous, i.e. that the observations are concentrated around the mean.
In this case we said that the mean is representative of its observations.
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Fig. 6. Descriptive statistical tools.

TABLE VII
The Different Results of Prior Works on the Same Military Dataset

12In this work, the K-NN classifier is applied with K = 3 and by using an Euclidean distance weighted
by the inverse of the inter-categories covariance matrix.
13In this work, the K-NN classifier is applied with a simple Euclidean distance. The value of K that

produces the highest AIR is chosen among the values of K between 1 and 17.

parameters in PROAFTN classifier and to the over-
specification (or over-fitting) problem. This problem
occurs when the parameters of the classifier became
much specific to the data set from which they are
assessed. Hence, when these parameters are used to
classify another data set, the classification results
obtained on this latter will be much different from
those obtained on the first data set. Since PROAFTN
classifier use more parameters than K-PIP classifier,
the over-specification problem will be more apparent
with the former classifier;

–According to our computational experiments, all se-
lection methods and evolutionary operators (mutation

and crossover) seems to perform equally. However,
we have observed that, in general, the AIRs of both
MCCs increase when the population size increases;

–Some AIRs obtained by PROAFTN classifier for the
training dataset exceed the best AIR obtained by
all other classifiers (i.e. 94.8%). This is shows the
ability of this classifier to provide better results and
thereby we believe that it constitutes a promising
classifier which merits to be improved (see Section 6
for eventual improvements);

–The AIR obtained by PROAFTN classifier is better
than that of K-PIP classifier since, for a specific cri-
terion, the first consider that the profiles of the same
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TABLE VIII
PROAFTN Results

category don’t have necessarily the same thresholds,
while the second assumes that the profiles of the same
category have identical thresholds. Hence, for a par-
ticular category and criterion, PROAFTN classifier
provides more thresholds to each profile (i.e. more
degree of freedom) than K-PIP classifier.

6. DISCUSSIONS AND CONCLUSIONS

In this paper, a classification methodology that com-
bines the advantages of multi-criteria decision analy-
sis and automated learning algorithms has been pro-
posed. This classification methodology uses some se-
lected NCD-based MCCs as aggregation models and an
IEA to assess the parameters values of these MCCs. To
understand the implementation of NCD-based MCCs,
we have proposed a generalized framework to explain
how these classifiers proceed to assign an object to a
given category. The strength of the MCCs could be
seen along three dimensions: (i) integration of sub-
jective information like the decision-maker knowledge
and preferences, (ii) rigorous manipulation of heteroge-
neous, conflicting and non commensurable information,

and (iii) easy to explain, and therefore are not black
boxes. The IEA is implemented using a mathematical
model that provides automatically the “optimal” values
of the NCD-based MCCs parameters. An ALM based
on RCGA has been proposed to approximate its “opti-
mal” solution and consequently to infer the parameters
values of these classifiers because the proposed model
could not be solved by classical optimization tools (e.g.
gradient algorithms and interior-point algorithms). The
proposed ALM overcomes some simplifications made
in prior works (e.g. [4]): both concordance and dis-
cordance concepts are taken into account, the criteria
weights are used in the computation of the membership
degree of an object to a pre-defined category and finally
each category may be characterized by many profiles.
A military dataset of 2545 Forward Looking Infra-

Red (FLIR) images representing eight different classes
of ships is used to test the performance of two NCD-
based MCCs (PROAFTN classifier [3] and K-PIP clas-
sifier [15] with respect four other classifiers (Dempster-
Shafer-based (DS) classifier, Modified-Bayes-based
(MB) classifier, K-Nearest Neighbors (k-NN) classifier
and Neural Net (NN) classifier). The computational re-
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TABLE IX
K-PIP Results

sults show that NCD-based MCCs provide AIRs bet-
ter than those provided by MB and DS classifiers but
worse than those obtained by K-NN and NN classi-
fiers. Although NCD-based MCCs don’t provide the
best AIRs in this application, we believe that they are
promising classifiers and merit to be further explored.
Note that NCD-based MCCs are not optimized for this
kind of dataset. In fact, if qualitative information and
human judgment are introduced, we are confident that
NCD-based MCCs will certainly outrank K-NN and NN
classifiers. Moreover, NCD-based MCCs are not black
boxes and all their results are automatically explained.
Many improvements could be made to enhance the

AIRs of NCD-based MCCs like:

–Integrating the profiles and the criteria weights in the
ALM;

–Using other improved versions of K-Means algorithm
for the profile identification (e.g. Y-Means [13] or J-
Means [14]);

–Integrating the profile weights in the membership
degree computation;

–Combining the aggregation operators of different
NCD-based MCCs;

–Using the concept of specified classifier, i.e. for the
classification purpose we only use a subset of criteria
that discriminate more between objects;

–Implementing a parallel version of NCD-based MCCs
to reduce the computation time. For instance concor-
dance and discordance indices may be computed si-
multaneously;

–Since Genetic Algorithms (GAs) are inefficient to ex-
ploit local information of solutions in each popula-
tion, it will be benefit to integrate, in each iteration of
the GA, a local search strategy (e.g. steepest descent
strategy) to fine-tuning these solutions locally.

We uphold that cross fertilization of multi-criteria
decision analysis and information fusion concepts could
be beneficial to both domains. Multiple criteria classi-
fiers are designed to consider human in the loop and to
support human decision making.
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1. OVERVIEW

Since its creation by Streit and Luginbuhl in 1993
[60], much research has been done on the Probabilis-
tic Multi-Hypothesis Tracker (PMHT). In this paper,
we combine concepts from past works and provide a
general version of the PMHT algorithm allowing for
tracking in the presence of clutter (false alarms) and
missed detections and the utilization of classification
data, range rate information, and multiple synchronous
sensors. This version makes no changes to the basis of
the original algorithm, which is the Expectation Maxi-
mization (EM) algorithm. As a result, this generalized
PMHT algorithm may be used as an improved foun-
dation for other versions of the PMHT that build upon
or alter the basis of the algorithm, such as the Multi-
Frame Assignment PMHT (MFPMHT) accounting for
missed detections by Blanding, Willett, Streit, and Dun-
ham [7]. Being a generalized version of the PMHT, the
algorithm might be interchangeably named the PMHT
or the Multi-Sensor PMHT (MSPMHT), in line with the
naming convention of previous work.
In the subsequent sections, we derive the general

form of the PMHT algorithm while discussing imple-
mentation difficulties. In Section 2, an overview of pre-
vious contributions to the algorithm is provided. Sec-
tion 3 describes the EM algorithm, which forms the ba-
sis of the PMHT. Section 4 derives the state estimates
within the PMHT, discussing implementation issues as-
sociated with precision problems in 4.3, how and why
one might wish to include deterministic annealing to
improve performance in 4.3, what to do if each sen-
sor has a different field of view in 4.4, and out-of-
order measurement delivery in 4.5. In Section 5, we
compare the complexity of the PMHT against that of
the Joint Probability Data Association Filter (JPDAF),
which is a popular non-batch tracking algorithm.1 We
describe the conditions under which the PMHT has a
lower complexity than the MSJPDAF. Section 6 ex-
plains how the PMHT, a batch algorithm, can be used
over data sequences longer than the batch. Section 7
then discusses state covariance estimation in the PMHT.
The algorithm is summarized in Section 8. Section 9
provides a simulation of the PMHT with multiple sen-
sors to verify that the covariance estimation procedure
of Section 7 provides, under certain conditions, con-
sistent estimates when multiple targets are used, and
demonstrates that deterministic annealing can signifi-
cantly improve tracker performance when using multi-
ple sensors. Section 10 summarizes the paper. The ap-
pendices provide derivations of the target-measurement
association probabilities conditioned on the observa-
tions, and the target-measurement association proba-
bilities conditioned only on the number of observa-
tions.

1It is also referred to as the Multi-Sensor JPDAF (MSJPDAF) in the
multisensor case.
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2. PREVIOUS WORK ON THE PMHT ALGORITHM

The Probabilistic Multi-Hypothesis Tracker (PMHT)
is a linear-complexity, EM algorithm based, batch target
tracking algorithm for use in tracking multiple targets
in the presence of clutter when the target-measurement
associations are unknown.2 Having a memory of the
last N scans of data, it attempts to find the maximum a
posteriori estimate of the target state in the current scan.
This is similar to a later algorithm by Pulford and Logo-
thetis [50], which estimates the target-measurement as-
sociations under different measurement models. Being
a batch algorithm, it can easily handle delayed measure-
ments, which may simply be added to the batch when
they arrive, as was mentioned by Efe, Ruan and Willett
[19]. For use as a practical tracker, which must produce
track estimates before receiving a full N scans of data,
the PMHT can be run at each step on a growing window
until a full N scans of data have been acquired, at which
point the window slides. This growing and sliding win-
dow has been shown to be more effective than other
methods by Willett, Ruan, and Streit [70].
The first EM based tracking algorithm was a max-

imum-likelihood (ML) batch algorithm by Avitzour [2].
This tracker had a high complexity, requiring the calcu-
lation of all target-measurement association probabili-
ties. A later algorithm by Molnar and Modestino [41]
was a non-batch EM approach to tracking that calculates
the maximum a posteriori (MAP) estimate and uses a
Markov random field to model the target-measurement
associations, resulting in a significantly lower complex-
ity. Jeong and Park [31] used an alternative version of
the EM algorithm to produce a recursive MAP target
tracker that also estimates various parameters, reducing
its complexity by approximating the joint association
event probabilities reducing its complexity by approxi-
mating multiple target joint association event probabil-
ities as products of single target joint association event
probabilities. Pulford and La Scala [49] used the EM al-
gorithm coupled with the Viterbi algorithm to estimate
target maneuvers.
In contrast, the PMHT uses an arguably incorrect

measurement model in order to reduce its complexity.
That is, when told that a particular measurement origi-
nated from a particular target, it ignores any condition-
ing this may imply when determining the posterior as-
sociation probabilities of the other measurements. As a
result, the probability of a particular measurement com-
ing from a particular target is independent of whether
that or any other target produced any of the other mea-
surements, and each target is allowed to produce any
number of measurements. However, each measurement
can only originate from a single target, which is realis-
tic when the targets are well resolved. A version of the
PMHT accounting for unresolved targets has also been
developed by Davey [11].

2A though the focus is on target tracking, the PMHT algorithm has
found use in other applications, such as cartography [10].

It should be noted that the PMHT is not the only
algorithm utilizing an “incorrect” measurement model.
Particle filter based trackers by Hue, Le Cadre, and
Pérez [27], [28] as well as by Gilholm, Godsill, Maskell,
and Salmond [25] utilize the same model. The mea-
surement model has some appeal when high resolution
sensors are able to over-resolve the target.
The PMHT was first proposed by Streit and Lugin-

buhl in 1993 [60] with the first full statement of the
algorithm appearing in a Naval technical report two
years later [61]. The PMHT algorithm was defined
very generally in [61], allowing for the target dynamics
and measurement model to have arbitrary distributions.
However, such a generic model did not allow for the
maximization step of the EM algorithm, upon which
it is based, to be easily performed, and thus the prac-
tical implementation presented had a discrete-time lin-
ear motion model, as used in the Kalman filter. Since
then, quite a few variants of the PMHT algorithm have
emerged, many of which have been compared by Wil-
lett, Ruan, and Streit in [71].
The best performing variants of the PMHT, that

is those having better track-loss characteristics than
the JPDAF, are the Turbo PMHT, by Ruan and Wil-
lett [56] and Willett, Ruan, and Streit [69] and Multi-
Frame PMHT (MFPMHT) algorithms. The currently
best-performing version of the PMHT is the MFPMHT
that accounts for missed detections, by Blanding, Wil-
lett, Streit, and Dunham [7], which is a modification of
an earlier MFPMHT by Streit [59]. However, the better
performance of the MFPMHTs comes with an increased
complexity, being roughly exponentially complex over
the last L frames of an N frame batch.
The homeothetic PMHT, first derived by Rago, Wil-

lett, and Streit in [53], was an ad-hoc approach to im-
proving the performance of the PMHT through the use
of multiple measurement models with different noise
covariances. The different covariances were intended to
overcome estimation problems in the PMHT and not to
function as multiple models for states inherent to the
targets. However, this may be thought of as a forerun-
ner to multiple model PMHT algorithms. Logothetis,
Krishnamurthy, and Holst [35]3 were the first to develop
a form of the PMHT algorithm involving multiple mod-
els to account for target maneuvers. The transition be-
tween model states was governed by a Hidden Markov
Model (HMM). The maneuvers were handled using ad-
ditional unknown “control” inputs to the Kalman filter.
Willett, Ruan, and Streit [69] also did this, modeling the
maneuvers as increases in the process noise of the tar-
gets forming the MPMHT. In both approaches, the ac-
tive model of the target was modeled as one of the “nui-
sance” variables in the EM algorithm. Pulford and La
Scala [49] took a different approach, making the maneu-
vers part of the quantity to be estimated in the EM algo-
rithm. Their maneuver-estimation approach can be used

3This is the journal version of an earlier conference paper [34].

94 JOURNAL OF ADVANCES IN INFORMATION FUSION VOL. 4, NO. 2 DECEMBER 2009



with various EM-algorithm based trackers including the
PMHT. Willett, Ruan, and Streit created an interactive
multiple model approach to tracking using the PMHT
in the presence of maneuvers (IMM-PMHT), replacing
the backward-forward algorithm used in [69] with an
interacting multiple model (IMM). They also derived
a turbo-coding based extension to the MPMHT, which
they dubbed the Turbo MPMHT. This later matured into
the Turbo PMHT, as described by Ruan and Willett
[56]. More recently, Luginbuhl, Ainsleigh, Mathews,
and Streit [36] demonstrated how to derive the observed
data likelihood function for the family of manoeuvring
PMHT trackers.
The basic PMHT is an algorithm that tracks targets

based upon discrete observations at each scan. How-
ever, a variant called the Histogram PMHT (H-PMHT)
allows the PMHT to process continuous data directly
from a sensor. The concept was first introduced by Lug-
inbuhl and Willett [37] as a method of tracking a general
frequency-modulated signal in noise (explained in more
detail in [38]), and a variant appeared in [58]. Walsh,
Graham, Streit, Luginbuhl, and Mathews [64] later pre-
sented a one-dimensional application of the algorithm.
Pakfiliz and Efe [44] presented a two-dimensional ap-
plication, and most recently, Davey, Rutten, and Cheung
[15] compared it against other track-before-detect meth-
ods. In this paper, we do not consider the processing of
continuous sensor measurements. The use of the PMHT
in tracking problems with bearing-only measurements
has been studied by Giannopoulos, Streit, and Swaszek
[23].
In its original version, the PMHT did not account

for clutter. Rago, Willett, and Streit [52] extended the
PMHT to cluttered environments under a number of as-
sumptions, regarding the probability of a measurement
originating from clutter, by modifying the target mea-
surement assignment probabilities wkr(t),l(t). In the next
year, Hutchins and Dunham produced a similar version
of the PMHT for use in cluttered environments [29], in-
volving an ad-hoc constant in the denominator of the tar-
get measurement assignment probabilities. In later pub-
lications, an analytically derived solution has been used,
but no complete derivation has been given. In this paper,
we provide an explicit derivation of the PMHT includ-
ing clutter, and we provide a full Bayesian derivation of
the prior and posterior association probabilities ¼kr(t)(nt)
and wkr(t),l(t). The probabilities ¼kr(t)(nt) have previously
been derived by Wieneke and Koch [66], but here it
is developed in such a way that the solution could be
simplified by omitting “fictitious targets” that had been
used in [66].
Davey, Gray, and Streit [14] introduced the use

of target classification measurements into the PMHT.
Namely, extra data can be used to identify the type
of each observations, e.g., whether an observation is
clutter, a plane or a missile. A more complete analysis
of this work is given in Davey’s PhD thesis [9]. In this
paper, we show how classification measurements can be
used in a multisensor environment.

The simplest approach to multisensor tracking with
the PMHT was first considered by Rago, Willett, and
Streit [51]. They pooled all of the measurements from
all of the sensors together and ran the PMHT as if all of
the measurements came from a single sensor. One can
justify this by the fact that the PMHT’s measurement
model allows for a single target to produce multiple
observations. Hempel [26] considered the robustness of
the PMHT to registration errors when the measurements
from all sensors are pooled. However, versions of the
PMHT specifically accounting for multiple sensors by
modifying the likelihood function to reflect their pres-
ence have been developed, and have been shown to im-
prove the performance of the tracker over the pooled
measurement approach. These were developed concur-
rently by Krieg and Gray [33], by Giannopoulos, Streit,
and Swaszek [24] and by Gauvrit, Le Cadre, and Jauf-
fret [22]. All of these derivations used the Levenberg-
Marquadt method (described, for example in [5]) for
performing the maximization step of the EM algorithm.
In this paper, we show that a simpler, non-iterative ap-
proach exists.
In its original form, the PMHT algorithm was meant

to track a known number of targets and lacked any no-
tion of track discovery, termination or merging. How-
ever, such tasks are necessary for a tracker to be usable
in real-world situations. Several advances have been
made in integrating track discovery and termination fea-
tures into the PMHT. A complete track management
system, in which tracks were discovered and terminated
by separate algorithms outside of the PMHT algorithm,
was first introduced by Luginbuhl, Sun, and Willett
[39], whereby track extraction was done via the Hough
transform. Alexiev [1] also considered the use of the
Hough transform with the PMHT. Davey and Gray [12]
later gave a comparison of various methods of track ini-
tiation, and Dunham and Hutchins [17] considered us-
ing the MHT as a track-finding front-end to the PMHT,
whereby once tracks were stable they were handed off
to the PMHT. Since then, however, additional methods
of track management have emerged. Davey and Gray
introduced the Hysteresis PMHT [13], which treats the
existence of a target as an extra state in the estima-
tor. Mu²sicki and Wang [43] used an ad-hoc approach
of modifying the posterior association probabilities to
do the same thing. Wieneke and Willett [68] looked at
methods of determining track deletion and Wieneke and
Koch looked at hypothesis tests for estimating the num-
ber of tracks present [67].

3. THE EXPECTATION MAXIMIZATION ALGORITHM
AND DETERMINISTIC ANNEALING

The PMHT is based on the EM algorithm. The EM
algorithm, discovered by Dempster, Laird, and Rubin
[16], is a method of determining the ML or MAP es-
timate of data given incomplete information. Redner
and Walker [54] specifically looked at the use of the
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EM algorithm for ML estimation of parameters of mix-
ture densities, a topic that is relevant to EM algorithm
based target tracking. The EM algorithm is summarized
here, which is extensively covered in the monograph
by McLachlan and Krishnen [40], and we must note
the tutorial by Moon in [42]. It should be noted that
the EM algorithm does not provide the covariance of
its estimate. This is, however, necessary for the tracker
to be useful and is discussed in Section 7.
Let X be an unknown random quantity the MAP

estimate of which we would like to find. Let Z be
the set of observations, which are dependent upon X
and a set of unobservable random variables K. We
would like to find the MAP estimate of X without
having to determine K, which might be a difficult or
computationally complex task. The MAP estimate of X
may be expressed as

X̂MAP = argmaxX
Eflog(p(X j Z))g, (1)

in which p represents a probability density function
(PDF). The expectation comes from the Law of Total
Probability eliminating the unobservable random vari-
able K. However, in many cases the expectation may
be difficult to evaluate. The EM algorithm avoids direct
computation of this expectation. Define the following
function:

Q(X(n+1);X(n))

¢
=
Z
K
log(p(X(n+1),K j Z))p(K jX(n),Z)dK: (2)

The integration in (2) is defined over whichever measure
is appropriate for K, which may be discrete. The EM
algorithm is as follows: in each step, X(n+1) is found as

X(n+1) = argmax
X(n+1)

Q(X(n+1);X(n)): (3)

n is then incremented and one continues until a desired
level of convergence has been attained.
In some instances, the PDF p(X(n+1),K j Z) may be

difficult to determine. If this is the case, by the definition
of conditional expectation, it can be noted that

p(X,K j Z) = p(Z,X,K)
p(Z)

: (4)

Substituting (4) into (2) and separating the logarithm
we get

Q(X(n+1);X(n))

=
Z
K
log(p(Z,X(n+1),K))p(K jX(n),Z)dK¡ logp(Z):

(5)

Because p(Z) is a constant, that term may be dropped
from (5), since it has no effect on the location of the
maximum and thus p(X(n+1),K j Z) and p(Z,X(n+1),K)
may be used interchangeably in the EM algorithm.
Boyles [8] and Wu [30] studied the convergence

properties of the EM algorithm, correcting a mistake

in Theorem 2 of Dempster, Laird, and Rubin’s origi-
nal paper [16]. They showed that the EM algorithm is
guaranteed to converge to a saddle point or a local max-
imum, which need not be the desired global maximum.
To which critical point it converges is highly dependent
upon the initial estimate X(1).
Over the years, a number of versions of the EM algo-

rithm have been developed, many of which are summa-
rized by McLachlan and Krishnen [40] and by Roche
[55]. Most sought to increase the convergence speed
of the algorithm. However, for the PMHT algorithm,
the primary concern is avoiding convergence to local
maxima. In order to reduce dependence on the initial
estimate and encourage convergence to the global max-
imum, the Deterministic Annealing (DA) EM algorithm
was developed by Ueda and Nakano [62], who recog-
nized that solving the maximum likelihood problem is
analogous to similar problems linking concepts in ther-
modynamics and information theory. This was applied
to the PMHT first in 1999 by Strandlie and Zerubia
[57] and was later applied in a more general form by
Wieneke and Koch [66]. When tracking a single target,
the basic PMHT algorithm with deterministic anneal-
ing is identical to the Deterministic Annealing Filter by
Frühwirth and Strandlie [20]. As shall be described after
the basic derivation of the PMHT, deterministic anneal-
ing can be added to almost any version of the PMHT
algorithm. To derive the DA-EM algorithm, we shall use
the definition of conditional expectation to note that

p(K jX(n),Z) = p(Z,K,X(n))R
K1
p(Z,K1,X(n))dK1

: (6)

The denominator in (6) is equal to p(Z,X). The DA-EM
algorithm substitutes (6) into (2) and introduces the term
¯ as

QDA(X
(n+1);X(n))

¢
=

Z
K

log(p(X(n+1),K j Z)) p(Z,K,X(n))¯R
K1
p(Z,K1,X(n))¯dK1

dK:

(7)

In the original description of the DA-EM algorithm, ¯,
the inverse of which corresponds to the “temperature”
in an analogous thermodynamic problem, is initially set
to a value between 0 and 1. QDA is then iterated with
respect to X(n+1) and X(n) until convergence, as is done
in the regular EM algorithm. Then ¯ is increased to
a value closer to one and QDA is again iterated until
convergence. The DA-EM algorithm is complete when
¯ has finally been increased to 1. Note however, that
the original version of the DA-EM algorithm did not
specify exactly how ¯ was to be increased.
When ¯ < 1, the PDF p(K jX(n),Z) becomes flat-

ter, which reduces dependence of the algorithm on X(n).
The reasoning behind the DA-EM algorithm is that by
slowly increasing ¯, the effect of p(K jX(n),Z) is in-
creased at the same time that the estimate X(n) improves.
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In the final step ¯ = 1 and (7) is equivalent to (2) and
the EM algorithm should be more likely to converge to
the global MAP estimate, because of the improved prior
estimate X(n).
In order to use the DA-EM algorithm in a practical

implementation, one must have a method of increasing
¯. If ¯ is increased very slowly, then in general, one
iteration should be enough for convergence at each
value of ¯. Thus, in [57] and [66], the DA-EM algorithm
was carried out as follows:

Let nmax be the number of iterations that one
wishes to do. For each iteration from n= 1 on-
wards, set ¯ = n=nmax. Now iterate the EM algo-
rithm as would normally be done. That is, Xn+1 is
the set to the value maximizing QDA(X

(n+1);X(n))
at each step. In the final iteration ¯ = 1 and the
result is the EM algorithm result.

Although convergence to the global MAP estimate is
not guaranteed, as long as nmax is large enough, this
approach will generally outperform the basic EM algo-
rithm. In Section 9, we demonstrate how deterministic
annealing improves tracking performance when multi-
ple sensors are used. Although the above method is the
procedure needed to get the MAP estimate, the ML es-
timate can be attained by replacing p(X(n+1),K j Z) with
p(Z,K jX(n+1)).

4. THE PMHT ALGORITHM: STATE ESTIMATES

We shall now derive a general form of the PMHT
algorithm allowing for the presence of clutter, multiple
synchronous sensors and the use of classification infor-
mation. The most general form of the PMHT allows for
a very generic target motion and measurement model
[61]. However, due to the difficulty of the maximiza-
tion step of the EM algorithm under a generic model,
practical implementations of the PMHT are often based
upon the motion models that, in the absence of target-
measurement association uncertainty, contain the as-
sumptions inherent to the basic Kalman filter (see, e.g.,
[4]). We shall derive the PMHT under such a model,
accounting for clutter, taking advantage of multiple sen-
sors, and utilizing classification data. It shall be assumed
that the measurement noise between sensors is uncorre-
lated and that sensors have the same field of view. The
case where the sensors have different fields of view and
gating is present, is discussed in the following section.
Given M targets, the state vector at time t for the

mth target shall be designated as xm. The observation
originating from the mth target shall be designated
ym(t). The basic discrete-time kinematic motion and
observations equations are given by4

xm(t+1) = Fm(t)xm(t) + vm(t) (8)

4The Kalman filter and Kalman smoother equations associated with
this model are summarized in Appendix D.

and
ym(t) =Hm(t)xm(t) +wm(t): (9)

The process noise at time t, vm(t), is assumed to be
Gaussian distributed with zero mean and covariance
Qm(t). The measurement noise wm(t) is also modeled as
a zero-mean Gaussian random variable with covariance
Rm(t) and is assumed to be uncorrelated with the process
noise. The covariance of the true measurement from the
mth target Rm(t) describing wm(t) from (9), corresponds
to the covariance of one of the measurements out of the
set of all measurements at time t, whereby Rr,s(t) shall
represent the covariance of measurement r from sensor
s based upon the location of the observation, without
stating a particular associated target.
Let Z be all of the measurements and classification

information from time t= 1 to N. Let X be the states of
all of the targets over the same time period and K be the
set of associations between targets and measurements.
Let there be a total of S sensors that take measurements
synchronously. If zr,s(t) is the measurement r at time
t from sensor s that came from target m, then we
shall denote said association by kr,s(t) =m. We would
like to use the EM algorithm to estimate X without
explicitly determining which set of kr,s(t) from the set
of all possible target to measurement associations, K, is
correct. We shall consider clutter to be target m= 0.
The inclusion of classification measurements in the

PMHT was first discussed by Davey, Gray, and Streit
[14]. We shall assume that some type of classification
has already been done for each measurement, giving us
zCr,s(t), the classification data associated with measure-
ment r from sensor s at time t. Including classification
in the PMHT means estimating the type of each target.
This is done via a confusion matrix C whose elements
are defined as

c(i,m) = Pr(zCr,s(t) = i j kr,s(t) =m): (10)

i in (10) represents the ith classification out of the set
of allMC possible classifications. The true classification
of each target is assumed to be time-invariant, which
is why ci,m is not indexed against time.

5 That is, the
appearance of each target is assumed to be constant. It
shall also be assumed independent of that state. The
confusion matrix is the estimated probability that a
target or a clutter measurement has a certain associated
appearance. The confusion matrix shall be estimated
along with X in the PMHT algorithm. Thus, argmaxi ci,m
will be the MAP estimate of the classification of target
m at the end of the algorithm.
Let us find the first PDF in (5), including C next

to X as an unknown to be estimated. Let nt(s) be the
number of measurements at time t that came from

5This assumption plays a role in our subsequent estimation of the
confusion matrix via the EM algorithm as part of the PMHT. However,
if one does not wish to perform EM algorithmic estimation of the
confusion matrix, then a time-varying confusion matrix may be used
without modification to the rest of the PMHT.
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sensor s. In order for p(Z,X,K,C) to be written, it
shall be conditioned on nt(s). However, we will not
explicitly write this conditioning except when necessary.
p(Z,X,K,C) is given as

p(Z,X,K,C)

= p(X)p(Z,K,C jX) (11a)

=

p(X)z }| {Ã
MY
m=1

p(xm(1))
NY
tx=2

p(xm(tx) j xm(tx¡ 1))
!

£

p(Z,KjX)z }| {
SY
s=1

NY
t=1

nt(s)Y
r=1

Pr(kr,s(t) j xkr,s(t)(t),nt)p(zr,s(t) j kr,s(t),xkr,s(t)(t))

£
p(CjZ,X,K)z }| {

c(zCr,s(t),kr,s(t)) : (11b)

In (11b), the PDF p(zr,s(t) j kr,s(t),xkr,s(t)(t)) depends
upon whether the measurement came from clutter or
from a target and is given by

p(zr,s(t) j kr,s(t),xkr,s(t)(t))

=

(
¹(t,zr,s(t)) if kr,s(t) = 0

Nfzr,s(t); ŷkr,s(t)(t),Rr,s(t)g if kr,s(t) 6= 0
:

(12)

In (12), ¹ denoted the PDF of the clutter, which we shall
assume to be continuous as a function of zr,s(t), and
which need not be uniform, and ŷkr,s(t)(t) is the estimate
of y from (9). That is,

ŷkr,s(t)(t) =Hkr,s(t)(t)xkr,s(t)(t): (13)

Define wkr,s(t),r(t,s)
¢
=Pr(kr,s(t) j xkr,s(t)(t),Z(t),C,nt(s)) as

the probability of a particular measurement-target as-
signment at time t, whereby clutter is target kr,s(t) = 0.
We shall refer to these as the “posterior association
probabilities.” One instance of K defines kr,s(t) over all

measurements r and sensors s, for all time in the batch.
The sum over K is equal to the sum over all sensors of
the sum over Ks, which is defined as

X
Ks

(¢) =
MX

k1,s(1)=0

MX
k2,s(1)=0

¢ ¢ ¢
MX

kn1(s),s(1)=0

MX
k1,s(2)=0

¢ ¢ ¢
MX

knN (s),s(N)=0

(¢):

(14)

Under the basic PMHT assumption, because each tar-
get can produce more than one measurement, all of the
values of wkr,s(t),r(t,s) at a particular time are indepen-
dent. Additionally, because the current state and obser-
vation set are given, the values of wkr,s(t),r(t,s) are also
independent as a function of time. Because of this in-
dependence, p(K jX,C,Z), the second PDF in (5), may
be obtained directly by multiplying the marginal prob-
abilities over all time and measurements for all of the
assignments:

p(K jX,C,Z) =
SY
s=1

NY
t=1

nt(s)Y
r=1

wkr,s(t),r(t,s): (15)

In order to make the notation in the above equation
correct if there are no observations at a particular sensor
at a certain time, that is if nt(s) = 0, the following
definition must be used:

0Y
r=1

wkr,s(t),r(t,s)
¢
=1: (16)

We would now like to determine the posterior
association probability wkr,s(t),r(t,s). In previous pub-
lished works on the PMHT, no formal derivation of
this in the presence of clutter has been done and be-
cause it is not immediately obvious, it shall be in-
cluded here for completeness, in Appendix A. Define

¼kr,s(t)(nt(s), t)
¢
=Pr(kr,s(t) =m j xm(t),nt(s)). This shall be

referred to as a “prior association probability.”6 The
¼kr,s(t)(nt(s), t) values were derived using “imaginary”
targets by Wieneke and Koch [66] and we have red-
erived them in a simpler form in Appendix B. The orig-
inal PMHT algorithm made them a parameter to be es-
timated by the EM algorithm.
Using the solution from Appendix A for kr,s(t) 6= 0,

that is when measurement r from sensor s is not clutter,
then the posterior association probabilities for non-
clutter targets are as follows (in the final solution to the
PMHT algorithm, it will turn out that one never needs
to evaluate w0,r(t,s)):

wkr,s(t),r(t,s) =
¼kr,s(t)(nt(s), t)Nfzr,s(t); ŷkr,s(t)(t),Rr,s(t)gc(zCr,s(t),kr,s(t))

¼0(nt(s), t)¹(t,zr,s(t))c(zCr,s(t),0)+
PM
m=1¼m(nt(s), t)Nfzr,s(t); ŷm(t),Rr,s(t)gc(zCr,s(t),m)

: (17)

In a simple model where all targets have the same
probability of detection, PD(s), when viewed by sensor
s, and the number of clutter points at each sensor

6“prior association probability” is somewhat of a misnomer, since
¼kr,s(t)(nt(s), t) is conditioned on the number of observations. How-
ever, this naming convention helps differentiate it from the posterior
association probabilities.
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is Poisson distributed with mean ¸(s)V(s) where ¸(s)
represents the mean amount of clutter per unit volume
at sensor s and V(s) is the volume of the viewing area
for that sensor, then, as derived in the Appendices B
and C, the prior association probabilities are the same
for all non-clutter targets and may be divided across
the numerator and denominator giving us the following
expression for wkr,s(t),r(t,s)

wkr,s(t),r(t,s) =
Nfzr,s(t); ŷkr,s(t)(t),Rr,s(t)gc(zCr,s(t),kr,s(t))

¼̄s(nt(s), t)¹(t,zr,s(t))c(zCr,s(t),0)+
PM
m=1Nfzr,s(t); ŷm(t),Rr,s(t)gc(zCr,s(t),m)

, (18)

¼̄s(nt(s), t) =¡M ¡
2F0

·
¡M,¡nt(s);

PD(s)
(1¡PD(s))¸(s)V(s)

¸

2F0

·
1¡M,1¡ nt(s);

PD(s)
(1¡PD(s))¸(s)V(s)

¸ , (19)

here the function 2F0[a1,a2;z] is a hypergeometric func-
tion.
Combining (15) and (11b) and omitting the constant

p(Z) we may form the Q function for the basic EM
algorithm in (5):

Q(Xn+1,Cn+1;Xn,Cn) =
X
K

log(p(Z,X(n+1),C(n+1),K))p(K jXn,Cn,Z) (20a)

= log

0
@ MY
m=1

p(x(n+1)m (1))
NY
tx=2

p(x(n+1)m (tx) j x(n+1)m (tx¡1))
1
A

+
X
K

SX
s=1

NX
t=1

nt(s)X
r=1

log(¼kr,s(t)(nt(s), t))
SY

s1=1

NY
t1=0

nt(s1)Y
r1=1

w(n)kr1,s1 (t1),r1
(t1,s1)

+
X
K

SX
s=1

NX
t=1

nt(s)X
r=1

log(c(zCr,s(t),kr,s(t)))
SY

s1=1

NY
t1=0

nt(s1)Y
r1=1

w(n)kr1,s1 (t1),r1
(t1,s1)

+
X
K

SX
s=1

NX
t=1

nt(s)X
r=1

log(p(zr,s(t) j kr(t),x(n+1)kr,s(t)
(t)))

SY
s1=1

NY
t1=0

nt(s1)Y
r1=1

w(n)kr1,s1 (t1),r1
(t1,s1): (20b)

The superscripts in parentheses in (20b) indicate wheth-
er the values in question are to be calculated using
the current or the previous estimate of X in the EM
algorithm. As pointed out by Davey [9] in his thesis,
(20b) is simplified by use of the two identities

X
Ks

NY
t=1

ntY
r=1

wkr,s(t),r(t,s) = 1 (21)

and X
Ksnkr1,s(ti)

NY
t=1

ntY
r=1

wkr,s(t),r(t,s) = wkr1,s(ti),r1 (ti,s): (22)

Equation (21) comes from the fact that at any given
time the observations must have originated from a target
or from clutter. Ksnkr1,s(ti) represents the set of all
assignments involving sensor s except for kr1,s(ti) and
(22) comes directly from the definition of wnkr,s(t),r(t,s).
Note that when kr,s(t) = 0, that is when observation
r is clutter, p(zr,s(t) j kr,s(t),xkr,s(t)(t)) contains no terms

involving X. Therefore, for purposes of maximizing Q,
we may omit all clutter terms from the second set of
sums, because they disappear when the derivative is
taken. Using this fact and (21) and (22), Equation (20b)
may be simplified as follows:

Q(Xn+1;Xn)

=

SX
s=1

NX
t=1

nt(s)X
r=1

MX
m=1

log(¼m(nt(s), t))w
(n)
m,r(t,s)

)
Q¦

+

SX
s=1

NX
t=1

nt(s)X
r=1

MX
m=1

log(c(zCr,s(t),m))w
(n)
m,r(t,s)

)
QC

+log
³QM

m=1 p(x
(n+1)
m (1))

QN

tx=2
p(x(n+1)m (tx) j x(n+1)m (tx¡ 1))́

+
PS

s=1

PN

t=1

PM

m=1

Pnt(s)
r=1

£ log(Nfzr,s(t); ŷ(n+1)m (t),Rr,s(t)g)w(n)m,r(t,s)

9>=
>;QX:

(23)
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The maximization of the state component of the Q-
function, QX, from (23), is performed indirectly by
finding an equation with the same gradient, rXn+1QX,
and thus the same inflection points. Omitting constant
terms, the derivative taken over the innermost sum may
be transformed as follows:

rx
"
nt(s)X
r=1

w(n)m,r(t,s)(zr,s(t)¡Hr,sx(n+1)(t))Rr,s(t)¡1(zr,s(t)¡Hr,sx(n+1)(t))0
#

(24a)

=
nt(s)X
r=1

w(n)m,r(t,s)H
0
r,sRr,s(t)

¡1(zr,s(t)¡Hr,sx(n+1)(t)) (24b)

=
nt(s)X
r=1

w(n)m,r(t,s)H
0
r,sRr,s(t)

¡1zr,s(t)¡
nt(s)X
r=1

w(n)m,r(t,s)H
0
r,sRr,s(t)

¡1Hr,sx
(n+1)(t) (24c)

=

Ã
nt(s)X
r=1

w(n)m,r(t,s)H
0
r,sRr,s(t)

¡1Hr,s

!

£
0
@Ãnt(s)X

r=1

w(n)m,r(t,s)H
0
r,sRr,s(t)

¡1Hr,s

!¡1Ãnt(s)X
r=1

w(n)m,r(t,s)H
0
r,sRr,s(t)

¡1zr,s(t)

!
¡ x(n+1)(t)

1
A (24d)

= R̃m,s(z̃m,s¡ x(n+1)(t)) (24e)

=rx[(z̃m,s(t)¡ x(n+1)(t))R̃m,s(t)¡1(z̃m,s(t)¡ x(n+1)(t))0]: (24f)

The synthetic measurements z̃m,s(t) and R̃m,s(t)
¡1 are

defined by

R̃m,s(t)
¡1 =

nt(s)X
r=1

w(n)m,r(t,s)H
0
r,sRr,s(t)

¡1Hr,s (25)

and

z̃m,s(t) = R̃m,s(t)

Ã
nt(s)X
r=1

w(n)m,r(t,s)H
0
r,sRr,s(t)

¡1zr,s(t)

!
:

(26)

Note that R̃m,s(t)
¡1 may not be invertible, so a pseu-

doinverse may be necessary. The equivalency between
(24a) and (24f) means that QX from (23) has the same
derivative as

Q̂(Xn+1;Xn)

= log

Ã
MY
m=1

p(x(n+1)m (1))
NY
t=2

p(x(n+1)m (t) j x(n+1)m (t¡ 1))
!

¡ 1
2

SX
s=1

NX
t=1

MX
m=1

(z̃m,s¡ x(n+1)m (t))0

£ R̃m,s(t)¡1(z̃m,s¡ x(n+1)m (t)): (27)

Equation (27) is the joint likelihood function of M
targets for which there are observations from multiple

sensors but no data observation uncertainty. The second
term of (27) may be rewritten as follows:

¡ 1
2

NX
t=1

MX
m=1

(z̃m¡Hmx(n+1)m (t))0R̃m(t)
¡1(z̃m¡Hmx(n+1)m (t)):

(28)

Letting Ixm be an identity matrix whose width is equal
to the number of states in xm, z̃m(t) and R̃m(t) are given
by

z̃m(t) = [z̃m,1(t), z̃m,2(t), : : : , z̃m,S(t)], (29)

Hm = [Ixm,1, Ixm ,2, : : : ,Ixm ,S], (30)

and

R̃m(t) = diag[R̃m,1, R̃m,2, : : : ,R̃m,S]: (31)

Substituting equation (28) into (27) is equivalent to
a single-sensor system with no data association uncer-
tainty having measurements given by (29), (30), and
(31). The maximization of Q̂ is thus the maximiza-
tion of a single sensor system, the solution of which
is well known (e.g., [4]) to be the use of the Kalman
smoother (the equations for the Kalman smoother are
summarized in Appendix D). This is a simpler ap-
proach than using the Levenberg-Marquardt nonlinear
regression procedure, as suggested by Giannopoulos,
Streit, and Swaszek [24] in the original derivation of
the PMHT with multiple sensors. The use of the Kalman
smoother was also present in the original single sensor
PMHT algorithm.
This method of stacking measurements is a com-

mon method of measurement fusion for the Kalman
filter when there is no target-measurement association
uncertainty. Gan and Harris [21] showed that if at a
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particular time for a particular track all sensors have the
same measurement matrix, which being Ixm ,1 is true in
this case, then the above method of merging the states
is equivalent to a simpler method. Namely, each track is
updated using a single, merged measurement given by

z̃m(t) =

Ã
SX
s=1

R̃m,s(t)
¡1
!¡1 SX

s=1

R̃m,s(t)
¡1z̃m,s(t)

(32)
and

R̃m(t) =

Ã
SX
s=1

R̃m,s(t)
¡1
!¡1

: (33)

The Kalman smoother may be thought of as running
a forward Kalman filter, and then running a backwards
smoothing operation on the track estimate resulting
from the Kalman filter step. Note that the use of the
pseudoinverse in (26) may be completely avoided if
the information filter (described, for example, in [4])
is used in place of the Kalman filter in the first half of
the Kalman smoother. The information filter calls for
R̃m,s(t)

¡1z̃m,s(t), obviating the need to invert R̃m,s(t)
¡1 in

(26).
In general, except when range-rate information is

provided by the sensors, all Hr,s for a particular sensor
s will be the same for all measurements. In this instance,
the steps leading up to (24f) may be simplified, resulting
in the following simplified synthetic measurements

z̃m,s(t) =

Ã
nt(s)X
r=1

w(n)m,r(t,s)Rr,s(t)
¡1

!¡1
nt(s)X
r=1

w(n)m,r(t,s)Rr,s(t)
¡1zr,s(t)

(34)
and

R̃m,s(t) =

Ã
nt(s)X
r=1

w(n)m,r(t,s)Rr,s(t)
¡1
!¡1

: (35)

The form of the synthetic measurements in (34) and
(35), allowing for each measurement to have a differ-
ent covariance matrix was first given in [66]. Previous
versions assumed that all measurements have the same
covariance. The forms given in (25) and (26) allow-
ing for different measurement matrices, as occurs with
doppler measurements, are unique to this paper. Note
that if each sensor has a different measurement matrix,
then the measurement fusion method given in (32) and
(33) is no longer optimal. In this case, the merged mea-
surement given in (29) and (31) should be used with the
modified merged measurement matrix,

Hm = [H1,H2, : : : ,HS] (36)

where Hs is the measurement matrix of the sth sensor.
The maximization of the confusion matrix via the

gradient rCn+1QC from (23) is performed under the
constraint

MCX
i=1

ci,m = 1: (37)

Using (23) and (37), the Lagrangian to maximize is:

LC =
SX
s=1

NX
t=1

nt(s)X
r=1

MX
m=1

log(c(zCr,s(t),m))w
(n)
m,r(t,s)

+
MX
m=1

¸Cm

Ã
1¡

MCX
i=1

c(i,m)

!
(38a)

=
SX
s=1

NX
t=1

nt(s)X
r=1

MX
m=1

MCX
i=1

±(zCr,s¡ i) log(c(i,m))w(n)m,r(t,s)

+
MX
m=1

¸Cm

Ã
1¡

MCX
i=1

c(i,m)

!
: (38b)

Equation (38a) is equivalent to (38b), where ±(t) is the
Kronecker Delta function, which is one for t= 0 and
zero otherwise. Differentiating (38b) with respect to a
particular c(i,m) gives

ci,m =
1
¸Cm

SX
s=1

NX
t=1

ntX
r=1

±(zCr,s¡ i)w(n)m,r(t,s): (39)

Applying the constraint given in (37) gives

¸Cm =
SX
s=1

NX
t=1

ntX
r=1

MCX
i=1

±(zCr,s¡ i)w(n)m,r(t,s) (40a)

=
SX
s=1

NX
t=1

ntX
r=1

w(n)m,r(t,s): (40b)

Combining (39) and (40b) gives us the update for the
ci,m:

ci,m =

PS
s=1

PN
t=1

Pnt
r=1 ±(z

C
r,s¡ i)w(n)m,r(t,s)PS

s1=1

PN
t1=1

Pnt
r1=1

w(n)m,r1 (t1,s1)
: (41)

4.1. Regarding the Kalman Smoothing Step

The equations for the Kalman smoother are given in
Appendix D. It should be noted that although the EM
algorithm might call for the initial state estimate for each
track, xm(1), to be smoothed along with the rest, prac-
tically the algorithm is not usable in this manner. The
first part of the Kalman smoother is done by running
a Kalman filter forward on the data. This requires a
covariance estimate for the initial state. On the first iter-
ation of the EM algorithm, this is not a problem. On ad-
ditional iterations, however, we do not have a valid esti-
mate for the covariance of the smoothed initial estimate.
If one were to use the covariance estimate coming out
of the Kalman smoother, then this value would decrease
every iteration as a result of “information incest.” That
is, the initial state would repeatedly get smoothed by
using much of the same data as before, but the Kalman
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smoother would interpret this data as being “new” and
at every iteration the covariance estimate of the initial
state would decrease. After enough iterations, the co-
variance assumed for the initial state will approach zero
even though we would not have supreme confidence in
the initial state.
A solution to this problem is to forego smoothing

the initial state at each step and to use its initial state
covariance at every iteration. That is equivalent to taking
the initial state out of the set of states X that are to be
estimated by the EM algorithm.

4.2. Precision Problems with the PMHT

Being based thereupon, all versions of the PMHT
algorithm suffer the same precision problems that can
occur with regular Kalman filter. Verhaegen discusses
the source of some of these problems as well as their
remedies [63] and such problems are also discussed
in most textbooks, such as [4]. The PMHT, however,
has a number of its own precision problems that must
be taken into account when designing any implementa-
tion.
At any step when calculating the posterior associ-

ation probabilities values for non-clutter targets, if all
valid measurements are far from the predicted value
ŷnkr(t)(t), then it is quite likely that precision limitations
will render all of the ws to be zero.7 In many such
instances, one can forego the use of the ws and as-
sume that there was a missed detection. In compari-
son with other algorithms, precision is a serious prob-
lem in the PMHT, because the non-clutter PDFs in w

are normally distributed having a covariance equal to
that of the measurement. In instances where the process
noise covariance is large and the measurement noise
covariance is small, precision errors can cause all of the
ws for a particular target to be zero much of the time.
Thus, paradoxically, the performance of the PMHT can
worsen as the magnitude of the measurement covariance
decreases. In instances where no measurement noise is
present, the PMHT is unusable.

7If a clutter model is present, then there will always be a nonzero
(clutter) term in the denominator of the ws, thus precision problems
can render all of the ws to be zero. However, if there is no clutter
term, then precision problems couples with distant measurements can
result in the fraction computed for the w to evaluate as 0/0. This can
signify that the target was not detected, or that the observation from
the target was very far from the predicted position.

4.3. Using Deterministic Annealing

The use of deterministic annealing can both help the
PMHT to converge to the global MAP estimate as well
as ameliorate precision problems associated with the
posterior association probabilities. Which maxima the
EM algorithm converges to is highly dependent on the
initial state estimates over the entire batch. Deterministic
annealing is an approach to reduce the dependence of
the algorithm on the initial estimates. However, this may
require more iterations of the EM algorithm than if
deterministic annealing were not used. As a result, just
incorporating deterministic annealing without changing
the number of iterations used could theoretically worsen
performance.
As shown in (7), the EM function with determin-

istic annealing replaces p(K jXn,Z) in the regular EM
algorithm with

p(K jXn,Cn,Z) = p(Z,K,Xn,Cn)¯P
K1 p(Z,K1,X

n,Cn)¯dK1
:

(42)

The solution for p(K jXn,Z) given in (15) is a product
of w terms. The addition of the ¯ terms in (42) to
(15) can take place without explicitly decomposing
p(K jXn,Z) into the parts listed in (42).
We note that each w term in (15) has a single

value in the numerator as well as a sum of values
in the denominator. The inclusion of the ¯s is done
by modifying the w terms as follows. For non-clutter
association probabilities, each w shall be adjusted from
(17) according to

wkr,s(t),r(t,s)

=
(¼kr,s(t)(nt(s), t)c(z

C
r,s(t),kr,s(t))Nfzr,s(t); ŷkr,s(t)(t),Rr,s(t)g)¯

(¼0(nt(s), t)¹(t,zr,s(t))c(zCr,s(t),0))¯ +
PM
m=1(¼m(nt(s), t)c(zCr,s(t),m)Nfzr,s(t); ŷm(t),Rr,s(t)g)¯

: (43)

Equation (43) is equivalent to raising the numerator and
each term in the denominator of (17) to the power of ¯.
The same would be done with the w for the clutter as-
signment, which we have omitted; there too one would
raise the numerator and each term of the denominator
to ¯. Once all of the w terms have been multiplied, as in
(15) the result is thus the same as (42) except all com-
mon terms have been canceled out between the numera-
tor and denominator. That is, the result is still a numera-
tor raised to ¯ and a denominator consisting of a sum of
terms each raised to ¯. This is the same as the solution
given by Wieneke and Koch [66] without derivation and
similar to what Strandlie and Zerubia [57] derived.
For precision purposes, the exponentiation of the

normal PDFs in (43) is best performed by distributing
¯ to the terms of the normal PDF, rather than evaluat-
ing the normal PDF and then exponentiating it. Because
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¯ · 1, this increases the argument of the exponential
function of the PDF, which is where underflow prob-
lems are most likely to occur.

4.4. Sensors with Different Fields of View

The state estimate for the PMHT was derived assum-
ing that all sensors have the same field of view. When
the sensors have different fields of view, the calcula-
tion of the posterior association probabilities (the ws) is
different for each sensor.
Generally, a particular target will have a certain

probability of detection when viewed by a particular
sensor. In calculating the posterior association proba-
bilities, this detection probability is necessary for calcu-
lating the prior association probabilities. This detection
probability can be considered to be the product of the
probability that the target is located within the field of

view of the sensor times the probability that the sensor
detects the target given that it is in its field of view.
As shown in Appendix B, the computation of the

prior association probabilities (the ¼s) is combinatori-
ally complex if all of the targets have different prob-
abilities of detection. This is the case when one takes
into account the probability that each target is within
the field of view of each sensor. The complexity of this
situation may be reduced either by assuming a constant
detection probability for all targets within the field of
view of a sensor and gating to targets that should be
within the field of view given the state estimates. Once
gating has been done, this means that the prior and pos-
terior association probabilities for each sensor are calcu-
lated assuming a reduced number of targets: only those
that fall within the gate for that sensor.

4.5. Out-of-Sequence Measurements

In many practical data fusion schemes, measure-
ments may arrive at the fusion center out of sequence.
As was noted by Efe, Ruan, and Willett [18], the PMHT
handles such situations with ease. Because the PMHT is
a batch algorithm, as long as newly received measure-
ments correspond to a step that has not left the sliding
window, the measurements may be added to the batch
at any time and are used in the state update.

5. THE COMPLEXITY OF THE JPDAF VS. THE PMHT

The most complex part of the JPDAF is the evalu-
ation of the posterior association probabilities. These
are equivalent to the posterior association probabili-
ties in the single-sensor PMHT, but with slightly dif-
ferent conditioning. The evaluation of these probabili-
ties is complex, because it requires the evaluation and
normalization of the likelihoods of all possible target-
measurement assignment combinations, a task requiring
the evaluation of the exponential function for every like-
lihood.
In the worst-case scenario, every measurement at

time step t would fall in every target’s gating region. Let
nt be the number of measurements at step t and M be
the number of targets. The number of possible target-
measurement assignments may be decomposed based
upon the number of targets observed and is given as
follows:

AJPDAF =
min(nt,M)X
l=0| {z }

Sum over the number
of targets observed

�
M

l

¶
| {z }

Choose which targets
are observed

�
nt
l

¶
| {z }

Choose which measurements
are observed

l!|{z}
Assign the measurements

to the targets

(44a)

= 2F0[¡nt,¡M;1]: (44b)

2F0 refers to a generalized hypergeometric function. The
step from (44a) to (44b) was performed by noting that
the ratio of the al+1 and the alth term of the sum in (44a)
is:

al+1
al

=
(l¡nt)(l¡M)

1+ l
: (45)

More information on the conversion of sums to hyper-
geometric functions may be found in [48].
In contrast, although the PMHT allows for more pos-

terior association probabilities than the JPDAF, due to
their product form (i.e., the assumed independence of
the associations) these do not need to be enumerated
individually. The evaluation of each measurement asso-
ciation probability w requires evaluating a single normal
PDF, and in the end normalizing over all w terms and
a clutter term. Thus, the number of evaluations of the
exponential function that need be done for one iteration
at one time step in the PMHT is equal to the number
of w terms, which is ntM. Thus, if the batch length of
the PMHT is N, and I iterations are used then, noting
that the first estimate in the batch does not change with
each iteration, the overall complexity of the PMHT is:

APMHT = IM
NX
t=2

nt: (46)

As shown in Table I, when the number of targets is
small, the PMHT will have a higher complexity than
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TABLE I
Number of Combinations Considered by the JPDAF versus the

PMHT as a Function of the Number of Targets

M AJPDAF APMHT

1 nt +1 I
PN

t=2 nt
2 n2t + nt +1 2I

PN

t=2 nt
3 n3t +2nt +1 3I

PN

t=2 nt
4 n4t ¡ 2n3t +5n2t +1 4I

PN

t=2 nt

nt is the number of measurements in the frame considered, M is the
number of targets and I is the number of iterations that the PMHT
uses.

the JPDAF. Consistent with the simulation results of
Pao [46], practical implementations of the PMHT will
never have a lower complexity when there is only one
target. However, the complexity of the JPDAF scales
exponentially with the number of targets, whereas the
complexity of the PMHT scales linearly. So keeping the
batch length N fixed, the PMHT has a lower complexity
as the number of targets becomes large.

6. USING THE TRACKER OVER TIME

6.1. Growing and Sliding the Batch

The PMHT requires an initial estimate for all of
the states in the batch, as well as a the covariance of
the state estimate at the first time step. As empirically
demonstrated by Willett, Ruan, and Streit [70], a prac-
tical, efficient way of running the PMHT using a finite-
length batch is by growing and then sliding the batch.
In other words, at time t= 1 one is given the initial
state estimates of the targets xm(1). From time t= 2 to
time t=N, where N is the maximum batch-length, the
PMHT is run while increasing the batch length by one
each time. As mentioned in Section 4.1, in order to elim-
inate “data incest,” the state estimates at the beginning
of the batch should be removed from the estimation that
is not updated as part of the Kalman smoothing step.
The initial estimates of the states for the rest of the batch
are very important for convergence. Even with the use
of deterministic annealing, as described in Section 4.3,
if the initial state estimates for the batch are particularly
bad, then the EM algorithm probably will not converge
to the global maximum, nor to a nearby local maximum.
For that reason, the best initial state estimates are the
estimates from the previous time step. The best initial
state estimate for each target at the new step, which was
not estimated at the previous time step, is the the best
a priori estimate, which is the Kalman filter estimate
xm(t j t¡ 1).
At all time steps after the batch length has reached N,

the batch should slide one step forward, as demonstrated
in Fig. 1 by the Single Shift batch with respect to the
Pre-Shift Batch for a length N = 4 batch. In this case,
the previous estimate from the first time step becomes
the new initial state of the first step of the batch, which

Fig. 1. Different methods of shifting the window for the next time
step as shown on a length-4 batch. Each method has its own
concerns regarding the consistency of the estimator and the

avoidance of “data incest.”

must have an accurate covariance. Section 7 looks at
ways of estimating the covariance of this state estimate
as well as those of the other state estimates in the batch.

6.2. Other Methods of Sliding the Batch

It should be noted that the aforementioned method
of sliding the batch is somewhat ad-hoc. Much literature
has also focussed on sliding the batch over multiple time
steps at once, as shown with the Multishift Batch in
Fig. 1. If this approach is taken, one can not obtain
a real-time estimate of the target’s location, but must
wait until another batch of information has arrived.
Ruan, Willett, and Streit [52] suggested that the batches
should not overlap by more than one time step and
later suggested [70] that the initial state of the slid
batch, be it slid one step or many, be calculated using
only information equal to or prior to that time period.
For example, in the Single-Shift batch in Fig. 1, only
information from times 0 and 1 could be used to create
the initial state estimate at time 1. However, a length-one
PMHT is not a very good tracker. As a result, by using
this approach the initial estimates become progressively
worse.
The main concern regarding reusing smoothed past

state estimates is that it introduces “information incest”
in the smoothed state. However, it should be noted that
this concern only exists with the initial estimate at the
beginning of the batch. The rest of the initial estimates
in the batch affect to which local maximum the EM
algorithm is likely converge, but they do not affect the
location of the maxima in the likelihood function.
The new initial state when using a Single-Shift batch

from Fig. 1 and the smoothed state estimate from the
previous batch as the initial state, introduces information
incest in that it has already been smoothed from future
observations. In the Multi-Shift batch, where only a
single state overlaps, no information incest is present.
However, in the example of Fig. 1, the initial estimate
for time steps 4, 5, and 6 in the slid batch would have
to be Kalman filter predictions from the estimate at
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time 3. If these are far from the true track location,
then it is likely that the precision errors will occur, as
described in Section 4.2 or that the EM algorithm is
likely to converge to a local maximum far from the
global maximum.
Thus, there is a tradeoff between how far one slides

the batch and how much “information incest” one
wishes to allow in the state estimate at the beginning of
the slid batch. Wieneke and Koch [66] decided to shift
a small number of steps, less than the batch length, and
use deterministic annealing. However, in many practical
situations, a state estimate is desired at every time step,
and thus the method of growing and sliding the batch
described in Section 6.1 is a simple approach.

7. COVARIANCE ESTIMATION IN THE PMHT

When sliding the batch, as described in the previous
section, an accurate covariance is needed for the new
estimate of the first time step of the batch. Additionally,
at any time during tracking, one may wish to have a co-
variance for the target state estimate. Being based upon
the EM algorithm, the PMHT does not directly provide
this. The simplest approximation is to use the covariance
estimates that are produced by the Kalman smoother at
each step. However, based upon the Normalized Esti-
mation Error Squared (NEES), which is more closely
defined in Setion 9, this has been shown to be inconsis-
tent.
In this section, we will look at two methods of

producing covariance estimations for the PMHT. One
approach, originally presented by Walsh [65], is to use
the inverse of the observed information to predict the
covariance. A simpler ad-hoc approach by Blanding,
Willett, Streit, and Dunham [6] is to obtain covariance
approximations by normalizing the posterior association
and using the covariance estimate from the JPDAF, (as
described, for example, in [3]).

7.1. Using the Observed Information to Estimate the
Covariance

Letting D be the dimensionality of the state, the
observed information matrix is defined as the DMN £
DMN Hessian of the joint likelihood function of the
states and observations over all time, evaluated at the
state estimate, in this case the EM estimate:

I[X̂,Z]
¢
=¡r2X logp(Z,X)jX=X̂ (47)

= [¡r2X logp(X)¡r2X logp(Z jX)]jX=X̂
(48)

= Iprior[X̂] + Idata[Z j X̂]: (49)

The inverse of the observed information gives the co-
variance for all states over all time. The covariances of
the individual state estimates are in the D£D blocks
lying on the diagonal of the matrix.

Walsh is the first of have derived these Hessians for
the PMHT. We shall give a multisensor adaptation of
the observed information matrix as explained by [6],
assuming that all observations for a particular sensor at
a particular time have the same covariance and measure-
ment matrices. Iprior[X̂] is given as

Iprior[X̂] = diag
··

Â(t) ¡±(t)
¡±(t)0 Â(t+1)

¸
: t= 1, : : : ,N ¡ 1

¸
(50)

with

Â(t) =

8>>>>>>>>>>><
>>>>>>>>>>>:

diag[Pm(1 j 1)¡1 +Fm(1)0Qm(1)¡1Fm(1) :
m= 1, : : : ,M] for t= 1

diag[Q¡1m (t¡ 1)+Fm(t)0Q¡1m (t)Fm(t) :
m= 1, : : : ,M]

for t= 2, : : : ,T¡ 1
diag[Q¡1m (T¡ 1) :

m= 1, : : : ,M] for t= T

(51)and
±(t) = diag[Fm(t)

0Qm(t)
¡1 :

m= 1, : : : ,M] for t= 1, : : : ,T¡1:
(52)

Â(t) and ±(t) are MN £MN matrices. The contribution
from the data is given by

Idata[Z j X̂] =
NX
s=1

(B(s)¡C(s) +D(s)), (53)

B(s) = diag[B(t,s) : t= 1, : : : ,T], (54)

C(s) = diag[C(t,s) : t= 1, : : : ,T], (55)

D(s) = diag[D(t,s) : t= 1, : : : ,T], (56)

B(t,s) = diag[Hm,s(t)
0R̃m,s(t)

¡1Hm,s(t) :

m= 1, : : : ,M], (57)

C(t,s) = diag

"
Hs(t)

0Rs(t)
¡1

£
Ã
nt(s)X
r=1

wm,r(t,s)ºm,r(s, t)ºm,r(s, t)
0
!

£Rs(t)¡1Hs(t) : m= 1, : : : ,M
#
,

(58)

D(t,s) =
nt(s)X
r=1

Dr(t,s)Dr(t,s)
0, (59)

and

Dr(t,s) =

2
664
wm,r(t,s)Hs(t)

0R¡11 (t)º1,r(t)

...

wM,r(t,s)Hs(t)
0R¡1M (t)ºM,r(t)

3
775 : (60)
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Note that B(t,s) contains the synthetic measurement co-
variance R̃m,s(t), whereas the other equations only con-
tain the covariance of the measurements. The innova-
tions are defined as follows:

ºm,r(s, t) =Hs(t)xm(t)¡ zr,s(t): (61)

The derivation of the observed information was per-
formed under the assumption that the transition matrix F
and the process noise covariance matrixQ are invertible.
This is true when using the discretized continuous white
noise acceleration model for the motion, but is not true
when using the discrete white noise acceleration model
[4], in which case a pseudoinverse would be necessary.8

7.2. A Simpler, Ad-hoc Approach to Covariance
Estimation

We shall extend the ad-hoc covariance estimation
approach taken by Blanding, Willett, Streit, and Dun-
ham [6] to the multisensor case. That is, we shall show
that estimator consistency is improved when the pos-
terior assignment probabilities are normalized and the
covariance estimate from the MSJPDAF is used. The
MSJPDAF is a generalization of the JPDAF to multiple
sensors (see, for example [3] for information on the ba-
sic JPDAF). There exist two forms of the MSJPDAF, a
sequential and a parallel one, which were contrasted by
Pao and Frei [45]. Because the sensor fusion is done in
parallel at each step of the PMHT, we shall consider the
parallel version of the MSJPDAF.
The MSJPDAF requires that the posterior associa-

tion probabilities sum to one over all measurements for
a particular target plus the probability that target was
not detected. This is because the MSJPDAF does not
make the same assumption as the PMHT, that each tar-
get can produce more than one measurement at a par-
ticular time. By noting that in the PMHT measurement
model the assignment of one measurement to the target
has no bearing on the probability that another measure-
ment is assigned to the same target, the probability that
a particular target m was not detected by a particular
sensor s at a particular time t is given as follows:

¯m,0,s(t) =
ntY
r=1

(1¡wm,r(t,s)): (62)

Thus, the normalization over the observations, not
changing the probability of a missed detection is:

¯m,r,s(t) = wm,r(t,s)
1¡¯m,0,s(t)Pnt
r=1wm,r(t,s)

: (63)

8The Moore-Penrose pseudoinverse of matrix A is A¡1 = (AA0)¡1A. If
AA0 is poorly conditioned, then the pseudoinverse can produce bad re-
sults. In simulations using the discrete white noise acceleration model,
we have observed that conditioning is often a problem in evaluating
the observed inverse of the information matrix.

The covariance update from the parallel MSJPDAF is:

Pm(t j t) =
ÃX

C
¯m,C(t)(Pm,C(t j t) +xm,C(t j t)xm,C(t j t)0)

!

¡ xm(t j t)xm(t j t)0: (64a)

Equation (64a) is the form given by Pao and Frei [45].
C represents a particular combination of assignments
between sensors for a particular target. Each ¯m,C is a
product of ¯m,r,s(t) terms over all sensors for a combi-
nation of assignments r, for each sensor. The whole set
of C is the set of all possible measurement to target and
clutter assignments at a particular time over all sensors.
This means that the covariance calculation is roughly
exponentially complex as a function of the number of
sensors.
In (64a), xm,C(t j t) represents the state update of the

Kalman filter if the measurement-assignment for all sen-
sors given by C is correct. This means fusing the actual
observations in the same way that the synthetic mea-
surements were fused in (29), (30), and (31) and then
updating the state estimate from the PMHT. By updat-
ing the PMHT state estimate reusing the observations,
a certain degree of “data incest” is added, but again this
method is ad-hoc and problems with the “incest” were
not observed in previous work using a single sensor [6].
The covariance Pm,C(t j t) is likewise what the covari-
ance would be if assignment C is correct. Since only the
first state of the PMHT has a covariance, the pre-update
covariance at time t would consist of Pm(t j t¡ 1), that
is the forward predicted covariance from the previous
estimate. In this manner, this covariance estimation al-
gorithm must be done in order from the first to the last
state estimate. xm(t j t) is a the weighted average of these
other state updates:

xm(t j t) =
X
C
¯m,Cxm,C(t j t): (65)

8. A SUMMARY OF THE BASIC ALGORITHM

We shall give a summary of the basic PMHT algo-
rithm assuming that all targets have the same probability
of detection and that the measurements all have the same
measurement matrix H. If the detection probabilities are
different for all targets, then the prior and posterior as-
sociation probabilities referenced from the appendices
should be used. If the observations have different mea-
surement matrices, as might be the case if range-rate
information is available, then the alternative state update
equations given in Section 4 should be used.

1) Set the initial state estimate for each target at the
current time step to the Kalman filter predicted
value of the state xm(t j t¡ 1).

2) For each sensor and observation, calculate the pos-
terior assignment probabilities wkr,s(t),r(t,s) accord-
ing to (18) and (19).
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3) Create the synthetic measurements z̃m,s(t) with their

corresponding measurement covariances R̃m,s(t) for
each target, measurement and sensor according to
(25) and (26) or (35) and (34).

4) Merge the synthetic measurements between sensors
according to (32) and (33).

5) Using the fixed initial state estimate xm(1) and state
covariance estimate Pm(1) for each track, run the
Kalman smoother, as described in Appendix D us-
ing the merged measurements as the observations.
Do not smooth the initial state.

6) Update the confusion matrix using (41).
7) Go to step 2. Repeat until convergence of the EM
algorithm.

8) If desired, estimate the covariance of the updated
state estimate xm(t j t) using a consistent approxima-
tion, such as (64a) or as described in Section 7.1.

9) Slide the batch window forward, using the proper
covariance estimate for the new initial state, such
as in (64a) or as described in Section 7.1.

10) Go to 1.

9. SIMULATION

We compared the consistency and track retention
rates of the MSJPDAF and the MSPMHT with and
without deterministic annealing and using the various
covariance estimation methods of Section 7 when us-
ing two sensors and two targets. The sequential ver-
sion of the MSJPDAF was used.9 We used the two-
dimensional discretized continuous white noise acceler-
ation model.10 Both sensors had the same field of view
and measured in Cartesian coordinates without classifi-
cation information. The ordering of the elements of the
state was [x,y, _x, _y]. Using an 80% probability of detect-
ing each track at each sensor, the simulation parameters
were

F=

2
6664
1 0 T 0

0 1 0 T

0 0 1 0

0 0 0 1

3
7775 , (66)

Q=

2
6664
T3=3 0 T2=2 0

0 T3=3 0 T2=2

T2=2 0 T 0

0 T2=2 0 T

3
7775¾2p, (67)

H=
·
1 0 0 0

0 1 0 0

¸
, (68)

9[47] discusses the sequential MSJPDAF algorithm, but provides an
incorrect state covariance estimate. [32] provides the correct state co-
variance estimate when solving a different problem.
10The one dimensional version is described in [4]; the two-dimension-
al version follows from it.

Fig. 2. A typical run of the simulation. The observations from the
first sensor and the last frame of clutter for that sensor are shown.

and

R=
·
1 0

0 1

¸
¾2m: (69)

The sampling time T was set to 30 seconds. 1,000
Monte Carlo Runs were performed. The first target was
placed at the origin given an initial velocity of 7 m/s
at a 59± angle from the x axis. The second target was
assigned the same speed, and was placed at 500 m on
the y axis. Ascending at a 52± degree angle from the x
axis. ¾m was chosen to be 50 m for both sensors and ¾p
0:1 m2=s3. Clutter was generated uniformly in a view-
ing rectangle bounded between (¡200 m,¡200 m) and
(3:5 km,6 km). The number of clutter points was deter-
mined at each time step by a Poisson random variable
having mean 23. The MSPDAF was gated to observa-
tions within a 99.97 percent probability region around
the estimated location of the target. The simulation was
initialized by giving two correctly assigned measure-
ments for each track to information filters (the informa-
tion filter is described in [4]). For the PMHT, a window
growing to a maximum of length 10 was used. After
the 10th time step, the window slid. The PMHT was
performed using 10 iterations at each step.
Fig. 2 shows a typical run. The proportion of tracks

not lost at each step was calculated. A track was consid-
ered lost if at any point, the true location of the target
was outside of the 99.97 percent confidence interval of
the estimated target location. Fig. 3 shows the track-loss
performance. As expected, deterministic annealing sig-
nificantly improved the track-loss performance of the
MSPMHT.
To evaluate the consistency of the trackers, the av-

erage normalized estimation error squared (NEES) for
tracks that were not lost was calculated and averaged
over all tracks and Monte Carlo runs. The NEES is de-
fined as

NEES = (x(t)¡ x(t j t))P(t j t)¡1(x(t)¡ x(t j t))0:
(70)
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Fig. 3. The fraction of tracks not lost at each step shown with and without the use of deterministic annealing. (a) Without DA. (b) With DA.

Fig. 4. The average NEES for tracks not lost by any of the trackers. The horizontal lines mark the 95 percent confidence interval of the
NEES. (a) Without DA. (b) With DA.

The NEES for a particular track is a random variable
with 4 degrees of freedom. The average NEES over
n Monte Carlo Runs is a chi-squared random variable
with 4n degrees of freedom. As mentioned in [4],
the inverse Cumulative Distribution Function (CDF)
of a chi-squared random variable given v degrees of
freedom, where v > 100, is approximately

X 2
v (p)¼ 1

2

³
G(p) +

p
2v¡ 1

´2
: (71)

p is the probability at which the inverse CDF is to
be evaluated. G(p) is the inverse CDF of the standard
normal distribution. Thus for the 95 percent confidence
interval we get:

[G(0:025), G(0:975)] = [¡1:96, 1:96]: (72)

As can be seen in Fig. 4, the use of MSJPDAF
covariances in the two-sensor MSPMHT improves the
consistency of the tracker, even outperforming those ob-

tained by using the observed information approxima-
tions. However, as can be seen in Fig. 3, the use of
improved covariances has little effect on track reten-
tion. The apparent inconsistency of the initial estimate
in Fig. 4 stems from the fact that those tracks most often
lost by the PMHT were those where the covariance of
the initial estimate was underestimated. Deterministic
annealing significantly improves track retention. This
coincides with previous results done using a single sen-
sor on a single track [57] and [66].
All together, the MSPMHT performs worse than the

MSJPDAF in the two sensor scenario. However, the
poor performance of the basic PMHT has been shown
in previous literature and was one of the motivations
for the creation of other PMHT algorithms, such as the
MF-PMHT by Blanding, Willett, Streit, and Dunham
[7]. The multisensor PMHT presented in this paper can
form the basis of such modified algorithms.
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10. CONCLUSION

We derived a general form of the PMHT involv-
ing clutter, multiple sensors, and classification measure-
ments. We provided a simpler method of performing
the maximization step when using multiple sensors. We
demonstrated that deterministic annealing can signif-
icantly improve tracker performance and we showed
that the JPDAF covariance approximations provide the
most consistent covariance estimates in the simulation,
but this consistency has little effect on the track reten-
tion as compared to using the synthetic covariances. We
also provided a simplified solution for the prior asso-
ciation probabilities (the ¼s). Although having worse
performance than comparable algorithms, such as the
MSPDAF, the PMHT algorithm derived here can form
the basis of other modifications of the PMHT, such as
the Turbo PMHT and the MFPMHT, which achieve bet-
ter track retention.

APPENDIX A. A DERIVATION OF THE POSTERIOR
ASSOCIATION PROBABILITIES wl,r(t,s)

The derivation of the posterior association proba-
bilities for the PMHT is dependent upon the sensor in
question. For simplicity, we shall assume that we are
only considering that which is seen by sensor s and
we shall suppress s from the notation. As has typically
been done, we shall derive it assuming that all sensors
see everything and that there is no gating.
In order to highlight the complexity reduction of the

PMHT measurement model, we shall begin by assum-
ing the regular target-measurement assignment model
(i.e., that a target can produce only one observation per
sensor at each time) before finishing the solution using
the PMHT measurement model. Let there be a total of
M non-clutter targets and one clutter target m= 0. Let
X(t) be the state of the Kalman filters for all non-clutter
targets at time t. Define zr(t) 2 Z(t) to be the rth mea-
surement out of the set of Z(t) measurements at time
t, which consists of nt measurements (in order to sim-
plify the notation, we shall omit the subscript on n).
zCr (t) shall be the classification value associated with
measurement zr(t). Define kr(t) to be source of the rth
measurement at time t.C shall be the set of all classifica-
tion probabilities c(i,m) = Pr(zCr (t) = i j kr(t) =m). The
classification of the target is assumed independent of
time and the target state. The probability that measure-
ment zr at time t came from target m given the current
set of observations, the set of classification probabili-
ties, and the estimated state of the set of Kalman filter
is wm,r(t) = Pr(kr(t) =m jX(t),Z(t),C,n). Using Bayes
Rule, this may be decomposed as follows:

wm,r(t) =
Pr(Z(t) j kr(t) =m,X(t),C,n)Pr(kr(t) =m jX(t),C,n)PM

p=0 Pr(Z(t) j kr(t) = p,X(t),C,n)Pr(kr(t) = p j X(t),C,n)
(73a)

=
Pr(Z(t) j kr(t) =m,X(t),n)¼m(n)c(zCr ,m)PM

p=0 Pr(Z(t) j kr(t) = p,X(t),n)¼tp (n)c(zCr ,p)
: (73b)

Once we fix kr(t) =m, the probability of observing zr
is independent of the other track-measurement associ-
ations. Therefore, we may decompose Pr(Z(t) j kr(t) =
m,X(t),n) into two parts:

Pr(Z(t) j kr(t) =m,X(t),n)
= Pr(Z(t)nzr(t) jX(t)nxm(t),n) ¢Pr(zr(t) j kr(t) =m,xm(t),n):

(74)

Z(t)nzr(t) represents the set Z(t) without measurement
zr(t). X(t)nxm(t) represents the set X(t) without the el-
ements corresponding to track m. Let ft,m(q) be the
PDF of the estimated target location at time t for tar-
get m given X(t). If target m is not clutter, then this
is the Kalman filter estimate, which is normally dis-
tributed. This normal distribution comes directly from
the Kalman filter in (9) and has a covariance Rr(t) equal
to that associated with the measurement. If target m is
clutter, i.e., m= 0, then ft,0(q) is the PDF of the clutter
at point q. Usually this is assumed to be uniformly dis-
tributed over the field of view, but we shall designate it
by ¹(t,q) to allow for the use of a generic continuous
distribution to be used. We shall assume that ¹(t,q) is
continuous as a function of q. Hence we obtain

ft,m(q) =
½
¹(t,q) m= 0

N (q;HrX(t),Rr(t)) m 6= 0 : (75)

Because the PDFs of the measurements coming from
targets and those originating from clutter are assumed
continuous, Pr(zr j kr(t) =m,X(t),n) may be expressed
as the probability of the observation being within a
certain region around the observation as the size of
that region approaches zero. We shall denote the size
of this region as ¢ and the region itself, which is
centered about the observation zr as ¢(zr). Formulating
this probability as a limit allows us to deal with zeros
in the numerator and denominator of (74).

Pr(zr j kr(t) =m,X(t),n) = lim
¢!0

Z
q2¢(zr)

ft,m(q)dq

(76)

= lim
¢!0

ft,m(zr)¢: (77)

Substituting (77) and (74) into (73b) we get

wm,r(t) = lim
¢!0

Pr(Z(t)nzr(t) jX(t)nxm(t),n) ¢ft,m(zr) ¢¢¼m(n) ¢ c(zCr ,m)PM

p=0 Pr(Z(t)nzr(t) jX(t)nxp(t),n)ft,p(zr)¢¼p(n)c(zCr ,p)

(78a)

=
Pr(Z(t)nzr(t) jX(t)nxm(t),n) ¢ft,m(zr) ¢¼m(n) ¢ c(zCr ,m)PM

p=0 Pr(Z(t)nzr(t) j X(t)nxp(t),n)ft,p(zt)¼p(n)c(zCr ,p)
:

(78b)

The jump from (78a) to (78b) was accomplished by
noting that ¢ could be factored out of the sums and
products and thus cancels in the numerator and denom-
inator.
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Equation (78b) is the solution assuming that each
target can produce only a single measurement. The
evaluation of Pr(Z(t)nzr(t) jX(t)nxm(t),n) is combinato-
rially complex. However, under the PMHT measure-
ment model, whereby a single target can produce any
number of measurements at one time, this becomes sim-
pler. Under the PMHT measurement model, (74) sim-
plifies as follows:

Pr(Z(t) j kr(t) =m,X(t),n)
= Pr(Z(t)nzr(t) jX(t),n) ¢Pr(zr(t) j kr(t) =m,xm(t),n):

(79)

This thus leaves a common term in (78b) that can be
cancelled, giving us:

wm,r(t) =
ft,m(zr)¼m(n)c(z

C
r ,m)PM

p=0ft,p(zt)¼p(n)c(zCr ,p)
: (80)

Substituting the appropriate distributions for ft,m(zr) and
ft,p(zt) gives us the form given in (17).

APPENDIX B. A DERIVATION OF THE PRIOR
ASSOCIATION PROBABILITIES
¼m(nt(s), t)

B.1. A General Derivation of the Prior Association
Probabilities

Adopting the notation from the previous section, the
prior association probabilities are defined as

¼m(n) = Pr(kr(t) =m jX(t),C,n): (81)

In this case, we are suppressing the conditioning on X(t)
and C in the notation of ¼, because, assuming that the
clutter is uniformly distributed in the viewing area, the
actual location of the target has no bearing on the so-
lution. In this section, we shall also suppress the condi-
tioning on time in order to simplify notation. We shall
derive the prior association probabilities assuming that
no gating is taking place and that all sensors have the
same field of view. It should be noted that the deriva-
tion of the ¼ values are the embodiment of the PMHT
measurement model. However, the PMHT measurement
model is only an approximation. For this purpose we
shall derive the ¼s based upon the usually more realis-
tic model that a single sensor can only observe at most
one measurement of each target at each time step.
The derivation of the ¼s takes place under the con-

straint that each measurement came either from a target
or from clutter, that is:

MX
m=0

¼m(n) = 1: (82)

Thus, solving for the value of the non-clutter ¼ is
sufficient to tell us the value of the clutter ¼ for a
particular n. Let us now determine the values of ¼m(n)

given that m> 0. Using the Law of Total Probability to
perform a decomposition based upon the number no, of
targets observed we may thus write:

¼m(n)
¢
=Pr(kr =m j n) (83a)

=
min(n,M)X
k=1

Pr(kr =m j n, no = k)Pr(no = k j n):

(83b)

The Law of Total Probability may be used to sim-
plify the first term of (83b) by adding conditioning upon
whether observation zr originated from a target. The
first term of (83b) may be simplified as follows:

Pr(kr =m j n, no = k)
= Pr(kr =m j n, no = k, zr 2M)
£Pr(zr 2M j n, no = k): (84)

The second term in (84) can be found by counting:
if k targets are observed, then the probability that a
particular observation is a target is simply the ratio of
the number of targets observed to the total number of
observations. We thus have

Pr(zr 2M j n, no = k) =
k

n
: (85)

The first term of (84) may be decomposed using the
Law of Total Probability:

Pr(kr =m j n, no = k, zr 2M)
= Pr(kr =m j n, no = k, zr 2M, m observed)
£Pr(m observed j n, no = k, zr 2M) (86a)

=
�
1
k

¶
Pr(m observed j n, no = k, zr 2M):

(86b)

The notation “m observed” in the conditioning is an
abbreviation for “the mth target was observed.” The
jump from (86a) to (86b) was done by noting that if
we know that target m was observed, observation r
is a target and that k targets were observed, then by
counting, we know that the association probability is
1=k.
Let us define some additional notation. LetM be the

set of all measurements originating from a target, and pm
be the probability of detecting target m on a particular
scan. There shall be no p0 for clutter. We shall designate
the set of all pm as Pd. There are

¡
M
k

¢
ways of choosing

which k targets are observed for each item in the sum.
Let Pd(k) be the set of all products of k-combinations
from Pd without repetition. For example, if k = 2 and
M = 3, then Pd(2) = fp1p2, p1p3, p2p3g (the specific
ordering of the terms in not important). Define ek(y) to
be an enumerating function over Pk, giving us the yth
ordered element from Pd(k). Mk(y) shall represent the
set of k targets whose detection probabilities are part of
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ek(y), i.e., it is a set of observed targets. Let ēk(y) be, if
k <M, the product of all M ¡ k elements of Pd that are
not used in ek(y), or ēk(y) = 1 if k =M. For example,
for k = 2 and M = 3, then e2(y) for y = 1 is p1p2, for
y = 2 is p1p3, and for y = 3 is p2p3. Likewise ē2(y) for
each y is respectively 1¡p3, 1¡p2, and 1¡p1. Let I(x)
be an indicator function that is 1 if x is nonzero.
Equation (86b) is equal to the sum of the probabili-

ties of all combinations of k observed targets such that
the mth target is observed:

Pr(m observed j n, no = k, zr 2M)

=

P(Mk )
y=1 ek(y)ēk(y)I(m 2Mk(y))P(Mk )

l=1 ek(l)ēk(l)
: (87)

Combining (87) with (86b) and (85) to form (84),
we get the following solution to the first term of (83b):

Pr(kr =m j n, no = k)

=

0
@P(Mk )y=1 ek(y)ēk(y)I(m 2Mk(y))P(Mk )

l=1 ek(l)ēk(l)

1
A 1
n
: (88)

The second term of (83b) may be simplified using
Bayes’ Theorem:

Pr(n0 = k j n) =
Pr(n j n0 = k)Pr(n0 = k)Pmin(n,M)

j=0 Pr(n j n0 = j)Pr(n0 = j)
:

(89)

Pr(n j n0 = k) from (89) is the probability that there are
n¡ k clutter points. We shall designate this probability
by the function »(n¡ k). Pr(n0 = k) from (89) is the
probability that k targets are observed and may be
written as follows:

Pr(n0 = k) =
(Mk )X
y=1

ek(y)ēk(y): (90)

Substituting (90) into (89), we get

Pr(n0 = k j n) =
»(n¡ k)

�P(Mk )
y=1 ek(y)ēk(y)

¶
Pmin(n,M)

i=0 »(n¡ i)
�P(Mi )

y=1 ei(y)ēi(y)
¶ :
(91)

Substituting (91) and (88) back into (83b), we get the
following expression for ¼m(n):

¼m(n) =

8>>>>>>>><
>>>>>>>>:

1¡
MX
j=1

¼j(n) m= 0

Pmin(n,M)
k=1 »(n¡ k)P(Mk )

y=1 ek(y)ēk(y)I(m 2Mk(y))

n
Pmin(n,M)

i=0 »(n¡ i)
³P(Mi )

y=1 ei(y)ēi(y)
´
m 6= 0

:

(92)

B.2. Simplifying the Prior Association Probabilities

Typically, the detection probability of the targets is
unknown a priori. In this case, it is often simplest to
assume that all of the targets have the same detection
probability PD, which would be chosen based upon the
properties of the sensor and typical targets. When that
is the case, Pr(n0 = k) from (90) is the same as the
probability of having k successes out of M Bernoulli
trials each with a success probability of PD:

Pr(n0 = k) =
�
M

k

¶
PkD (1¡PD)M¡k: (93)

Additionally, Pr(m Observed j n, no = k, zr 2M)
from (86b) may easily be solved by counting. With M
targets total and k targets observed, the probability of
observing any particular target is just k=M. Hence we
obtain

Pr(m Observed j n, no = k, zr 2M) =
k

M
: (94)

Using these simplifications, ¼m(n) is the same for all
m 6= 0 and (92) may be written in the following simpli-
fied form:

¼m(n) =

8><
>:
1¡M¼1(n) m= 0Pmin(n,M)

k=1 k»(n¡ k)
¡
M
k

¢
PkD (1¡PD)M¡k

Mn
Pmin(n,M)

i=0 »(n¡ i)¡M
i

¢
PiD(1¡PD)M¡i

m 6= 0
:

(95)

The probability »(k) of observing k clutter points at
time t is often modeled as a Poisson probability mass
function with mean ¸V where ¸ represents the mean
amount of clutter per unit volume and V is the volume
of the viewing area. Thus, we have

»(k) =
(¸V)k

k!
e¡¸V: (96)

Substituting (96) into (95) for m 6= 0, we get

¼m(n)jm 6=0 =
Pmin(n,M)

k=1

k

(¸V)k(n¡ k)!
¡
M
k

¢
PkD (1¡PD)M¡k

Mn
Pmin(n,M)

i=0

1
(¸V)i(n¡ i)!

¡
M
i

¢
PiD(1¡PD)M¡i

:

(97)

It can be noted that the ratio of consecutive terms of
the sums in the numerator and denominator of (97) are
ratios of polynomials in k. That is, the ratio of the ak+1
and the akth term of the sum in the numerator is

ak+1
ak

=
(k¡M)(k¡ n)

k

�
PD

(1¡PD)¸V
¶
: (98)

Likewise the ratio of the ak+1 and the akth term of the
sum in the denominator is

ak+1
ak

=
(k¡M)(k¡ n)
k(k+1)

�
PD

(1¡PD)¸V
¶
: (99)

A CRITICAL LOOK AT THE PMHT 111



TABLE II
Examples of ¼m(n)jm 6=0 and ¼̄ when all Targets have the Same Detection Probability and a Poisson Clutter Model is Used

M ¼m(n)jm 6=0 ¼̄

1 PD
nPD +(1¡PD)¸V

�
1
PD
¡ 1
¶
+ n¡ 1

2 P2D (n¡ 1¡¸V)+PD¸V
P2Dn(n¡ 1)+2nPD¸V(1¡PD)+ (1¡PD)2¸2V2

PD(n¡ 1)
PD(1¡ n+¸V)¡¸V

+

�
1
PD
¡ 1
¶
+ n¡ 1

Thus, following the method in [48], the sums may be
rewritten in terms of hypergeometric functions

¼m(n) =

8>>>>><
>>>>>:

1¡M¼1(n) m= 0

¡
2F0

·
1¡M,1¡ n; PD

(1¡PD)¸V
¸

2F0

·
¡M,¡n; PD

(1¡PD)¸V
¸ m 6= 0

:

(100)

The function 2F0(a1,a2;z) in (100) is a hypergeometric
function.
Table II shows ¼m(n)jm 6=0 from (100) for one and

two targets. Previous publications, such as [3], have also
derived (100) for a single target under a Poisson clutter
model.

APPENDIX C. FURTHER SIMPLIFICATIONS TO THE
ws

If the probability of detection is the same for all
targets, then the ¼s and the ws may be simplified one
step further. Examining (95), it can be seen that all of the
¼ values are the same for all targets. Using the simplified
form of the ws in equation (17), we can divide the ¼ term
from the numerator into the denominator to get

wkr,s(t),r(t,s) =
Nfzr,s(t); ŷkr,s(t)(t),Rr,s(t)gc(zCr,s(t),kr,s(t))

¼̄(nt(s), t)¹(t,zr,s(t))c(zCr,s(t),0)+
PM
m=1Nfzr,s(t); ŷm(t),Rr,s(t)gc(zCr,s(t),m)

: (101)

This lowers the total number of multiplications needed
and it is more efficient to calculate ¼̄ than to calculate
the ¼ values for clutter and targets separately. When a
Poisson clutter model is used, as is the case in (100),
then, maintaining the notation from Section B, ¼̄ is given
as follows:

¼̄ =
¼0
¼m 6=0

(102a)

=¡M ¡
2F0

·
¡M,¡n; PD

(1¡PD)¸V
¸

2F0

·
1¡M,1¡ n; PD

(1¡PD)¸V
¸ :
(102b)

Some expressions for ¼̄ as a function of the number
of targets are given in Table II.

APPENDIX D. THE KALMAN SMOOTHER

In this section, we summarize the equations for the
Kalman smoother, as described in [4]. x(t1 j t2) repre-
sents the state estimate at time t1 given all observa-
tions from time 1 to t2, whereby x(0 j 0) is the initial
estimate. P(t1 j t2) is the covariance of the aforemen-
tioned state estimate. F(t) is the state transition matrix
and H(t) the measurement matrix, as shown in the dy-
namic equations in (8) and (9). In keeping with the dy-
namic model, Q(t) is the process noise covariance and
R(t) the measurement noise covariance, the noises be-
ing zero-mean and white. z(t) is the observation at time
t and R(t) is its covariance. The Kalman smoother con-
sists of a Kalman filtering step, after which a smooth-
ing step is applied. Letting I be the identity matrix,
the Kalman filter equations to calculate x(t j t) from
x(t¡ 1 j t¡ 1) and the observations at time t are given
by

x(t j t¡ 1) = F(t)x(t¡ 1 j t¡ 1), (103)

ŷ(t) =H(t)x(t j t¡ 1), (104)

P(t j t¡ 1) = F(t)P(t¡ 1 j t¡ 1)F(t)0+Q(t), (105)

W(t) = P(t j t¡ 1)H(t)0[R(t) +H(t)P(t j t¡ 1)H()0]¡1,
(106)

P(t j t) = [I¡W(t)H]P(t j t¡ 1)[I¡W(t)H(t)]0

+W(t)R(t)W(t), (107)

and
x(t j t) = x(t j t¡ 1)+W(t)[z(t)¡ ŷ(t)]: (108)

Assuming that there areN time-periods of data avail-
able, the smoothing is performed by starting with the
final estimate x(N jN) and going backwards along the
previous estimates, smoothing them using the following
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equations

C(t) = P(t j t)F(t)0P(t+1 j t)¡1, (109)

x(t jN) = x(t j t)+C(t)[x(t+1 jN)¡ x(t+1 j t)],
(110)

and

P(t jN) = P(t j t) +C(t)[P(t+1 jN)¡P(t+1 j t)]C(t)0:
(111)
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Tracking multiple objects with particle filtering.
IEEE Transactions on Aerospace and Electronic Systems, 38,
3 (July 2002), 791—812.

A CRITICAL LOOK AT THE PMHT 113



[28] C. Hue, J-P. Le Cadre, and P. Pérez
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Multitarget Multisensor
Tracking in the Presence of
Wakes
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In this paper we focus on targets which, in addition to reflecting
signals themselves, also have a trailing path behind them, called
a wake, which causes additional detections. When the detections
are fed to a tracking system like the probabilistic data association
filter (PDAF), the estimated track can be misled and sometimes
lose the real target because of the wake. This problem becomes
even more severe in multitarget environments where targets are
operating close to each other in the presence of wakes. To prevent
this, we have developed a probabilistic model of the wakes in a
multitarget environment. This model is used to augment the joint
probabilistic data association filter (JPDAF) for both coupled and
decoupled filtering.
This paper provides a systematic comparison of the standard

data association filters (PDAF and JPDAF) and their modified
versions presented here in a multitarget multisensor environment.
Simulations of two targets with wakes in four different scenarios
show that this modification gives good results and the probability
of lost tracks is significantly reduced. The targets are observed by
two sensors and it is shown that tracks estimated in a centralized
fusion configuration are better than those from the local sensors.
It is also shown that applying the wake model to targets that do
not generate a wake, yields almost no deterioration of the tracking
performance.
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1. INTRODUCTION

Targets in real tracking scenarios may be detected
by their reflection of signals emitted from a radar [6], a
sonar [26], or by the use of optical sensors [24]. In addi-
tion to target-originated measurements there will also be
a number of detections due to noise and clutter, called
false alarms. A well-known tracking method to handle
targets in clutter is the probabilistic data association fil-
ter (PDAF) [3, ch. 3.4]. The PDAF accounts for the
measurement origin uncertainty by calculating for each
validated measurement at the current time the associa-
tion probabilities to the target of interest.
In a multitarget environment [5] the association of

measurements is more problematic because the indi-
vidual targets no longer can be considered separately
as in the PDAF. For this purpose the joint probabilis-
tic data association filter (JPDAF) [3, ch. 6.2], [14]
was developed to consider a known number of tar-
gets in the data association simultaneously. This method
evaluates the measurement-to-target association prob-
abilities for the latest set of measurements and then
combines them into the state estimates. In the JPDAF
the targets’ states, conditioned on the past, are as-
sumed independently distributed so that filtering can be
done decoupled. As an alternative, the targets’ states,
given the past, can be considered as correlated. This
leads to the joint probabilistic data association cou-
pled filter (JPDACF) [2], [3, pp. 328—329], where the
correlation between the targets’ estimation errors is
accounted for. A modified version of the JPDACF,
called coupled data association filter (CPDA), was pre-
sented in [9] to also account for partial target detec-
tions. In this paper an equivalent filter to the CPDA,
but where the covariance calculation is in symmetri-
cal form (to avoid numerical problems experienced by
the CPDA), is modified to also account for targets in
the presence of wakes. This filter is called modified
JPDACF.
A more powerful source of false measurements than

those due to noise and clutter, is the wake phenomenon
that appears behind certain targets. This could be air
bubbles from a diver, the wake behind a ship, or the
wake from ballistic vehicles in the re-entry stage. One
possible approach to this problem is to handle both
the target and the wake behind it as an extended tar-
get. A problem with this approach is the varying and
unknown size of the wake which may reach far be-
hind the target yielding a large bias. In this paper the
wake is not considered as part of the target, but rather
as a special kind of clutter. When these measurements
are fed to the tracking system, it becomes important
to associate them correctly to prevent a lost track. In
[1] a probabilistic editing method is used to handle
the wake-dominated measurements in the tracking al-
gorithm. This probabilistic editing method is based on
a single measurement extracted for each time step, and
that this measurement originates from either the tar-
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get or the wake. In [21] a modified PDAF is devel-
oped to handle false measurements originating from the
bubbles behind a diver (the wake). This modified sin-
gle target tracking method does not restrict the num-
ber of false measurements for each time step, but as-
sumes a set of measurements where each false mea-
surement originates from either random clutter or the
wake. In this paper we extend the modified PDAF to
handle multiple targets in the presence of wakes. A
probabilistic wake model is used for each target in
the multitarget environment that has a wake behind it.
These single wake models are combined to form a joint
wake model, and the modified JPDAF and JPDACF
are developed to incorporate this additional joint wake
model.
In recent years there has been an extensive inter-

est in using multiple sensors in surveillance systems.
This leads to data fusion where there exist several pos-
sible configurations [3, ch. 8.2]. Primarily due to the
bandwidth constraints in real systems, it is sometimes
not feasible to transmit all measurement information
to a fusion center (centralized configuration). Instead,
only local estimates are transmitted to a fusion cen-
ter (at a reduced rate), and a track-to-track associa-
tion followed by track fusion is carried out (decen-
tralized configuration). However, the best performance
is achieved using the centralized configurations where
all measurements are transmitted from the local sen-
sors to a fusion center. In this paper we use the cen-
tralized configuration with sequential filtering [3, p.
88] where the global estimate is updated by the mea-
surements from each local sensor, one sensor at the
time.
In Section 2 the tracking problem in the presence

of a wake is reviewed for a single target. In Section 3
the modified JPDAF is developed for a multitarget
environment, and the modified version of the JPDACF,
which accounts for partial target detections, is derived.
In Section 4 a brief review of multisensor tracking is
given. The data association methods are then compared
in Section 5 by simulations of two targets with wakes in
four different multisensor scenarios, before conclusions
are given in Section 6.

2. BACKGROUND

2.1. Model of Tracking

The standard discrete linear model in tracking is

xk+1 = Fxk + vk, zk =Hxk +wk (1)

where

x : target state F : transition matrix

z : measurement H : measurement matrix

v : process noise w : measurement noise

k : time index

The process and measurement noises are assumed inde-
pendent, white and Gaussian with covariance matrices

EfvkvTk g=Q and EfwkwTk g= R: (2)

For this system, a Kalman filter is optimal as long as the
measurement zk originates from the target at each time
k. In many real world problems this is unfortunately
not true due to the presence of false measurements
originating from noise and clutter. Instead, a set of mk
measurements Zk = fzk(1),zk(2), : : : ,zk(mk)g is available
at time k so that data association is needed. A simple
and efficient method to solve this problem is the PDAF.

2.2. Standard PDAF

The approach of the PDAF is to calculate the as-
sociation probabilities for each validated measurement
(that falls in a gate around the predicted measurement)
at the current time to the target of interest. The pos-
terior track probability density is therefore a mixture
of Gaussian probability density functions (pdf), but is
then forced back to Gaussianity by moment-matching
for the succeeding scan. For a derivation of the PDAF
see [3, ch. 3.4], and in the following a brief overview
of the PDAF will be given.
Assume that the target state at time k¡ 1 is estimated

as x̂k¡1jk¡1 with associated covariance Pk¡1jk¡1. This
means that the estimate is conditioned on the entire past
up to time k¡ 1. Then the following assumptions are
made:

a) The track is already initialized.
b) The past information about the target is summa-

rized approximately by the Gaussian pdf

p(xk j Zk¡1)¼N (xk; x̂kjk¡1,Pkjk¡1) (3)

where
Zk¡1 = fZ0,Z1, : : :Zk¡1g: (4)

c) A validation region or gate is set up for each time
step to select the candidate measurements for associa-
tion.
d) At time k there are mk validated measurements

but at most one of them can be target-originated. The
rest are assumed to be due to i.i.d. uniformly spatially
distributed false alarms, independently across time.
e) Detections of the real target occur independently

over time with known detection probability PD.

At each time k, the algorithm goes through the following
steps:

1) Predict the target state, associated covariance and
measurement at time k based on the estimates at k¡1:

x̂kjk¡1 = Fx̂k¡1jk¡1

Pkjk¡1 = FPk¡1jk¡1F
T+Q

ẑkjk¡1 =Hx̂kjk¡1:

(5)
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Fig. 1. Illustration of the pdfs for the measurements originating from the target, noise or wake in: (a) regular PDAF, (b) modified PDAF
with wake model.

2) Compute the innovation covariance for the true
(target-originated) measurement

Sk =HPkjk¡1H
T+R (6)

and use Sk to form the measurement validation gate
where the validated measurements Zk result in mk in-
novations:

ºk(i) = zk(i)¡ ẑkjk¡1 i= 1, : : : ,mk, (7)

3) Calculate the association probabilities ¯k(i), i=
1, : : : ,mk that measurement zk(i) originates from the true
target, and ¯k(0) as the probability that all measurements
are false alarms

¯k(i) =

8<
:
ce¡(1=2)ºk(i)

TS¡1
k
ºk(i) i= 1, : : : ,mk

cj2¼Skj1=2mk
1¡PGPD
VkPD

i= 0
:

(8)

Here c is a normalizing constant to ensure thatPmk
i=0¯k(i) = 1, Vk is the volume of the gate and PG is

the probability that the true measurement falls inside
the gate. In (8) a diffuse prior [3, p.135] is used for
the point mass function (pmf) of the number of false
measurements in the validation region.
4) Calculate the Kalman gain and the combined

innovation

Wk = Pkjk¡1H
TS¡1k and ºk =

mkX
i=1

¯k(i)ºk(i)

(9)
to update the track according to

x̂kjk = x̂kjk¡1 +Wkºk: (10)

5) The state estimation covariance is updated by

Pkjk = ¯k(0)Pkjk¡1

+ [1¡¯k(0)](Pkjk¡1¡WkSkWT
k )

+Wk

"
mkX
i=0

¯k(i)ºk(i)ºk(i)
T¡ ºkºTk

#
WT
k

(11)

where the last term in (11) is the “spread of the inno-
vations.”

2.3. Modified PDAF

Targets with a wake behind them may cause detec-
tions from the wake that mislead the tracking algorithm
and are likely to result in a lost track. This is because
the uniform distribution assumption for the false mea-
surements (assumption (d) in Section 2.2) is violated.
To prevent this, an extension of the regular PDAF in-
corporating a special probabilistic model of the wake
was developed in [21]. The PDAF with the wake model
is illustrated in Fig. 1. The modified PDAF takes into
account that the false measurements can originate from
either the wake with pdf pW(¢) with a priori probability
PW, or from i.i.d. uniformly distributed noise/clutter with
a priori probability 1¡PW, independently across time.
This modification affects the PDA in the calculation of
the ¯k(i) in (8) and yields

¯k(i) =

8>>>><
>>>>:
c

e¡(1=2)ºk (i)
TS¡1
k
ºk (i)

Vk

·
1¡PW
Vk

+
PW
PGW

pW(zk(i))

¸ i = 1, : : : ,mk

cj2¼Skj1=2mk
1¡PGPD
VkPD

i = 0

:

(12)

The bracketed parenthesis in the denominator in ¯k(i)
for i= 1, : : : ,mk is the pdf of a false measurement

p(zk(i) jmeasurement i is false)

=
1¡PW
Vk

+
PW
PGW

pW(zk(i)) (13)

where PGW is used to account for restricting the density
of the wake model pW(zk(i)) to the validation gate. The
calculation of PGW for a linear pW(¢) is presented in detail
in [21]. As expected, in the limit as PW goes to zero, (12)
becomes (8).

2.4. Track Formation and Termination

The data association filters discussed above assume
that the track is already initialized, and when a track
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is established, there are no included rules for how to
terminate the track. Hence, procedures for formation
and termination of tracks are necessary. A simple and
common method to initialize tracks is the two-point
differencing method [4, p. 247]. Any successive pair of
detections within a maximum distance based on target
maximum motion parameters and measurement noise
variances initiates a preliminary track. This preliminary
track, containing the initial state and the corresponding
covariance, can now initialize the PDAF. To reduce
the amount of false tracks, a “p=q” logic-based track
formation procedure can be used. In this procedure a
preliminary track has to receive measurements for a
minimum of p time steps during the first q scans to
become valid.
To terminate a track a logic suitable for the applica-

tion is needed, and a set of rules has to be made. The
rules used in this paper, called termination events, are
described in Section 5.4. It should also be noted that
in some filters, such as the integrated probabilistic data
association filter (IPDAF) [18] or the version of the in-
teracting multiple model probabilistic data association
filter (IMMPDAF) presented in [3, ch. 4.4], the track
formation and termination are included.

3. PROBABILISTIC DATA ASSOCIATION FOR
MULTIPLE TARGETS IN THE PRESENCE OF
WAKES

In a multitarget environment the data association al-
gorithm needs to handle situations where a measure-
ment could originate from different targets. For this pur-
pose, the JPDAF was developed, and a derivation of this
standard algorithm is given in [3, ch. 6.2]. Another prob-
lem arises when these targets have wakes behind them
that result in misleading wake detections. In this section
we will modify the JPDAF to handle this problem.

3.1. Assumptions

Assume there is a known number NT of established
targets at time k¡ 1. Notice that these targets are already
initialized, e.g., by the method in Section 2.2. For each
target t, where t= 1, : : : ,NT, the target state is estimated
as x̂tk¡1jk¡1 with associated covariance P

t
k¡1jk¡1. Then the

following assumptions are made:

a) Measurements from one target can fall in the
validation gate of a neighboring target.
b) The past information about target t is summarized

approximately by the Gaussian pdf

p(xtk j Zk¡1)¼N (xtk; x̂tkjk¡1,Ptkjk¡1): (14)

c) At time k there are mk validated measurements in
the union of their validation gates, but for each target t
at most one measurement can be target-originated. The
rest are assumed to be due to the wakes with pdf pW(¢)
with a priori probability PW, or from i.i.d. uniformly

Fig. 2. Probability density functions for two targets with crossing
trajectories. The distributions of the targets are Gaussian and overlap
each other. Each wake behind the two targets is modeled as a pdf,
linearly increasing from the target and backwards, and the sum of
each single target’s wake model forms the joint wake model. The
noise/clutter is uniformly spatially distributed inside the joint

validation region.

distributed noise/clutter with a priori probability 1¡PW,
independently across time.

In Fig. 2 an example of the pdfs for two targets that are
starting to cross each other is shown. Here both targets
have a wake behind them, and the joint wake model
(the sum of each target’s single wake model) increases
linearly behind the targets inside the joint validation re-
gion. The joint validation region contains all the candi-
date measurements, and restricts the spatially uniform
distribution representing the noise/clutter. It should be
noted that the linearly increasing wake models are not
developed to approach the true density of the wake since
the wake density would seemingly be higher close to
the targets rather than farther away. Such an approach
would easily misassociate true target-originated mea-
surements as wake-originated ones. At the same time,
in practice, a false wake-originated measurement is less
detrimental when it is very close to the true target than
farther behind. The adopted wake model is therefore
a pragmatic approach to let the probability of hav-
ing a wake-originated measurement instead of a target-
originated one increase with the distance behind the true
target. Further details about the joint wake model and
the validation region are given in Appendix A.

3.2. Joint Association Events

Define the validation matrix � to represent all fea-
sible association events at time k (the time index k is
omitted for simplicity where it does not cause confu-
sion)

� = [!(j, t)] j = 1, : : : ,m and t= 0, : : : ,NT:

(15)
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Fig. 3. Two targets with a measurement in the intersection of their
validation gates are shown with corresponding validation matrix �.

Here, !(j, t) is a binary element indicating whether mea-
surement j lies in the validation gate of target t. The
index t= 0 means that the measurement is from none
of the targets and therefore it is a false measurement. An
example where a measurement may originate from ei-
ther of two targets, i.e., it lies in both targets’ validation
gates, is shown with the corresponding validation ma-
trix � in Fig. 3. For all these possible joint association
events, conditional probabilities have to be derived.
A joint association event £ describes an unambigu-

ous association between the measurements and the tar-
gets at time k

£ =
m\
j=1

�(j, tj) (16)

where

² �(j, tj) is the event that measurement j originates from
target tj .

² tj is the index of the target to which measurement j
is associated in the event under consideration.

The event £ can also be represented by the matrix

�£ = [!£(j, t)] (17)

consisting of the units in � corresponding to the asso-
ciations in £

!£(j, t) =
½
1 if the event �(j, t) is part of £

0 otherwise
:

(18)

Using this, a feasible association event needs to fulfill
the following requirements:

1) A measurement can have only one source, i.e.

NTX
t=0

!£(j, t) = 1 8 j: (19)

2) At most one measurement can originate from a
target

±t£
¢
=

mX
j=1

!£(j, t)· 1 t= 1, : : : ,NT: (20)

The binary variable ±t£ is called the target detection
indicator since it indicates whether a measurement is

associated to a target t or not in event £. It is also
convenient to define two more binary variables

¿£(j)
¢
=

NTX
t=1

!£(j, t) (21)

Á£
¢
=

mX
j=1

[1¡ ¿£(j)] (22)

where ¿£(j) is the measurement association indicator
to indicate if measurement j is associated to a target
or not, and Á£ is the number of false (unassociated)
measurements in event £.

3.3. Modified JPDAF with a Wake Model

The joint association event probabilities are derived
using Bayes’ formula

Pf£k j Zkg= Pf£k j Zk,mk,Zk¡1g

=
1
c
p[Zk j£k,mk,Zk¡1]Pf£k j Zk¡1,mkg

=
1
c
p[Zk j£k,mk,Zk¡1]Pf£k jmkg (23)

where c is a normalizing constant. In the last line of
the above equation the irrelevant conditioning term Zk¡1

has been omitted. The pdf of the measurements in (23)
is derived by assuming that the states of the targets,
conditioned on the past observations, are mutually in-
dependent

p[Zk j£k,mk,Zk¡1] =
mkY
j=1

p[zk(j) j �k(j, tj),Zk¡1]:

(24)

Measurements not associated to a target are assumed
either from the wakes with pdf pW(zk(j)) with a priori
probability PW, or from uniformly distributed noise/
clutter with a priori probability (1¡PW). Defining Vk
as the volume of the joint validation gate, the pdf of a
measurement given its origin is

p[zk(j) j �k(j, tj),Zk¡1]

=

8><
>:
N [zk(j); ẑtjkjk¡1,S

tj
k ] if ¿£k (j) = 1

PW
pW(zk(j))
PGW

+(1¡PW)
1
Vk

if ¿£k (j) = 0

(25)

where ẑtjkjk¡1 is the predicted measurement for target tj
with associated innovation covariance Stjk . The constant
PGW is used for restricting pW(zk(j)) to the joint vali-
dation region, and has an analytical expression derived
in Appendix A. Using the above equation, (24) can be
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written as

p[Zk j£k,mk,Zk¡1]

=
mkY
j=1

fN [zk(j); ẑtjkjk¡1,S
tj
k ]g¿£(j)

£
½
PW
pW(zk(j))
PGW

+(1¡PW)
1
Vk

¾1¡¿£(j)
:

(26)

Next, the last term in (23) will be derived. Let ±£ be the
vector of detection indicators corresponding to event £k

±£ = [±
1
£, : : : ,±

NT
£ ]: (27)

The vector ±£ and the number of false measurements
Á£ follow from the event £ under consideration. Using
the definition of conditional probabilities [20, p. 28],
this yields

Pf£k jmkg= Pf£k,±£,Á£ jmkg
= Pf£k j ±£,Á£,mkgPf±£,Á£ jmkg:

(28)

The first term in (28) is obtained using combinatorics:

1) In event £k there are assumed mk ¡Á£ targets
detected.
2) The number of events £k, where the same targets

are detected, is given by the number of ways of associat-
ing mk ¡Á£ measurements to the detected targets from
a set of mk measurements.

By assuming each such event a priori equally likely, one
has

Pf£k j ±£,Á£,mkg=
1

mk
Pmk¡Á£

=
Á£!
mk!

: (29)

The last term in (28) is, assuming ± and Á independent,

Pf±£,Á£ jmkg=
NTY
t=1

(PtD)
±t
£ (1¡PtD)1¡±

t
£¹F(Á£)

(30)

where PtD is the detection probability of target t and
¹F(Á£) is the prior pmf of the number of false mea-
surements. The indicators ±t£ have been used to select
the probabilities of detection and no detection events ac-
cording to the event £k under consideration. Combining
(29) and (30) into (28) yields the prior probability of a
joint association event

Pf£k jmkg=
Á£!
mk!

NTY
t=1

(PtD)
±t
£ (1¡PtD)1¡±

t
£¹F(Á£):

(31)

The pmf of the number of false measurements ¹F(Á)
can, as in the case of the PDA, have two versions,
parametric or nonparametric.

1) Parametric JPDA uses a Poisson pmf

¹F(Á) = e
¡¸V (¸V)

Á

Á!
(32)

which requires the spatial density ¸ of the false mea-
surements.
2) Nonparametric JPDA uses a diffuse prior

¹F(Á) = ² 8 Á (33)

which does not require the parameter ¸.

Using the nonparametric model and combining (31)
and (26) into (23) yields the joint association event
probabilities

Pf£k j Zkg=
Á£!
c

NTY
t=1

(PtD)
±t
£ (1¡PtD)1¡±

t
£

£
mkY
j=1

fN [zk(j); ẑtjkjk¡1,S
tj
k ]g¿£(j)

£
½
PW
pW(zk(j))
PGW

+(1¡PW)
1
Vk

¾1¡¿£(j)
(34)

where the constants ² and mk! are brought into the nor-
malization constant c. For comparison, the joint associ-
ation event probabilities derived in [3, p. 318] for the
standard JPDAF is

Pf£k j Zkg=
Á£! ¢V¡Á£k

c

NTY
t=1

(PtD)
±t
£ (1¡PtD)1¡±

t
£

£
mkY
j=1

fN [zk(j); ẑtjkjk¡1,S
tj
k ]g¿£(j) (35)

where the third line in (34) is replaced by V¡Á£k . As
for the modified PDAF, (34) reduces to (35) in the
limit as PW goes to zero. Finally, marginal association
probabilities are obtained by summing over all the
joint association events in which the marginal event of
interest occurs

¯tk(j)
¢
=Pf�k(j, t) j Zkg=

X
£k

Pf£k j Zkg!£(j, t)

(36)

¯tk(0)
¢
=1¡

mkX
j=1

¯tk(j): (37)

By using these association probabilities in (8), the state
estimation equations are exactly the same as in the
PDAF, (5)—(11).

3.4. Modified JPDACF

The state estimation above is based on the assump-
tion that the targets, conditioned on the past observa-
tions, are mutually independent. When measurements
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are inside the validation gates for two or more targets
at the same time, we say that the targets are “sharing”
measurements. For targets that share measurements for
several sampling times, a dependence of their estima-
tion error ensues, and this can be taken into account
by calculating the resulting error correlations [7]. The
resulting JPDACF algorithm [3, pp. 328—329] does the
filtering in a coupled manner, yielding a covariance ma-
trix with cross-covariances that reflect the correlation
between the targets’ state estimation errors. The effec-
tiveness of the JPDACF approach in combination with
the IMM was demonstrated on splitting targets in [2].
This JPDACF approach does not account for situations
with partial target detections since the association events
where all targets are detected are not separated from
events where only some of them are detected. The asso-
ciation events need to be separated in groups where the
group member events have the same vector of detection
indicators ±£, see (27). This situation was accounted for
in the CPDA filter, derived in [9], where the CPDA in
combination with hypothesis pruning was developed to
avoid track coalescence. In our simulations, however,
the CPDA approach did lead to numerical problems in
the covariance calculations. An equivalent solution to
the CPDA, but where the covariance calculation is in a
symmetrical form, is therefore developed and used in
this paper to avoid numerical problems. The modified
JPDACF accounting for partial target detections and the
presence of wakes, is derived next.
Assuming only two targets, the stacked state vector

and its associated covariance are denoted as

x̂Skjk¡1 =

"
x̂1kjk¡1

x̂2kjk¡1

#
and PSkjk¡1 =

"
P1kjk¡1 P12kjk¡1

P21kjk¡1 P2kjk¡1

#

(38)

where P12kjk¡1 is the cross-covariance between target 1 and
2. This cross-covariance will be zero before these targets
become coupled, i.e., start to share measurements. The
updated state estimate is

x̂Skjk = x̂
S
kjk¡1 +

X
£k

Pf£k j ZkgIx£WS
k I

z
£º

S
k (£) (39)

where

ºSk (£) = z
S
k (£)¡ ẑSkjk¡1 (40)

zSk (£) =
·
zk(j1(£))

zk(j2(£))

¸
(41)

ẑSkjk¡1 =H
Sx̂Skjk¡1 (42)

and jt(£k) is the index of the measurement associated
with target t in the event £k at time k. The filter gain in
(39) is

WS
k = P

S
kjk¡1H

ST[HSPSkjk¡1H
ST+RS]¡1 (43)

where

HS =
·
H1 0

0 H2

¸
and RS =

·
R1 0

0 R2

¸
:

(44)

The matrices Ix£ and I
z
£ in (39) are used to choose only

the innovation from the target(s) that are detected, given
by the detection indicator in (20), such that

Ix£ =
·
±1£Inx 0

0 ±2£Inx

¸
(45)

Iz£ =

"
±1£Inz 0

0 ±2£Inz

#
: (46)

Here, Inx and Inz are nx£ nx and nz £ nz identity ma-
trices, where nx and nz are the dimensions of a single
target state vector and a single target measurement, re-
spectively. Notice that if a target is undetected in the
joint association event £k under consideration, the cor-
responding part of the innovation vector needs to be set
to zero even though Ix£ is multiplied to the Kalman gain
WS
k . This is accomplished by I

z
£.

The updated stacked covariance PSkjk, conditioned
on all measurements up to time k, Zk, is derived in
Appendix B and yields

PSkjk =
X
£k

Pf£k j Zkg

£fIx£WS
k I

z
£(º

S
k (£)º

S
k (£)

T+RS)Iz£W
S
k

T
Ix£

+(I¡ Ix£WS
k I

z
£H

S)PSkjk¡1(I¡ Ix£WS
k I

z
£H

S)Tg

¡
0
@X

£k

Pf£k j ZkgIx£WS
k I

z
£º

S
k (£)

1
A

£
0
@X

£k

Pf£k j ZkgIx£WS
k I

z
£º

S
k (£)

1
AT

: (47)

The joint association event probabilities Pf£k j Zkg are
calculated as for the decoupled filter in Section 3.3, and
the prediction step is as in (5), but with stacked state
and covariance.

4. MULTISENSOR TRACKING

The best performance in multisensor data fusion
is achieved using centralized configurations where all
measurements are transmitted from the local sensors to
a fusion center.1 Primarily due to the bandwidth con-
straints in real systems, the centralized configuration is
sometimes not feasible because its requirement to trans-
mit all measurement information to a fusion center. This
is the motivation for the interest in decentralized track-

1It is assumed that the sensors are properly registered and have no
biases.
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ing, with track-to-track association followed by track
fusion, which has been compared to centralized track-
ing in [10], [11]. To make the centralized tracking more
feasible for real systems, the measurement data can be
compressed in the local sensors before they are trans-
mitted [12]. When the measurements are transmitted to
a fusion center in the centralized tracking, there are two
different schemes for the way the state is updated. In
parallel filtering the measurements from all sensors (if
synchronized) are taken into account at the same time.
The other alternative is sequential filtering where mea-
surements from each sensor is processed one sensor at
a time. The first sensor updates the state (and covari-
ance) based on predictions from the previous time step
as in a single-sensor algorithm. Then, this new updated
state is used as a zero-time prediction to update with
the measurements from the second sensor and so on.
In [19] the sequential and parallel filtering schemes are
compared in a multisensor JPDAF approach, and it is
shown that sequential filtering is less computationally
expensive as the number of sensors increases. Accord-
ing to [19], the sequential method yields better track-
ing performance on the average when data association
is needed. This is primarily due to the fact that bet-
ter filtered estimates are available after processing each
sensor’s data.
Another problem regarding multisensor systems is

the positioning of the sensors, where there are several
aspects to consider:

² The sensors’ joint ability to cover the required area.
² The sensor specifications.
² The most likely target locations and trajectories.
² The possibility of tracking the targets from various
view angles.

These factors, among others, have to be considered
separately and in light of the main purpose of each
specific tracking problem.

5. SIMULATIONS AND RESULTS

In this section the data association methods de-
scribed previously (PDAF, Modified PDAF, JPDAF,
Modified JPDAF and Modified JPDACF) are compared
in four different multitarget simulation scenarios in the
presence of wakes. These simulations consider an un-
derwater surveillance system with active sonar sensors
and scuba divers as the targets. The wakes are generated
by the air bubbles from the divers. Results are shown
using two sensors, working both as independent single
sensors and together in a centralized tracking system.
When the filters discussed above are used in multisen-
sor (MS) situations in the centralized tracking config-
uration, they will be denoted as MSPDAF, Modified
MSPDAF, MSJPDAF, Modified MSJPDAF and Mod-
ified MSJPDACF.

5.1. Simulation Scenarios

The four simulation scenarios are shown in Fig. 4,
and are in the sequel denoted as:

1) Crossing scenario: The targets are starting in
positions (25,32:5) m and (25,67:5) m with speed 1 m/s
and course according to the trajectory crossing angle
° = 20±, see Fig. 4. The nearly straight trajectories
are crossing the 200 s run midway. In [22] a similar
scenario with varying trajectory crossing angle ° =
[5±,6±, : : : ,30±] is simulated for a single sensor, showing
significant reduction of track loss for the modified
filters.
2) Parallel scenario: The targets are starting in po-

sitions (25,40) m and (25,60) m with speed 1 m/s
and course according to the trajectory crossing angle
° = 15±. When the distance between the targets is less
than 3 m, their velocities are both set to [1,0] m/s, cre-
ating parallel trajectories with 3 m spacing. Then, after
130 s they separate in the same way as they joined each
other.
3) Sequential scenario: The targets are starting in

positions (22:5,40) m and (27:5,60) m with speed 1 m/s
and course according to the trajectory crossing angle
° = 15±. When the distance between the targets is less
than 0.5 m in the y-direction their velocities are both set
to [1,0] m/s. Since the first target started 5 m behind
the second target in the x-direction, they will now move
after each other in the same direction with about 5 m
spacing. Then, after 130 s they separate in the same way
as they joined each other. Note that Target 1 is moving
inside the wake created by Target 2 before they separate.
4) Meeting scenario: The targets are starting in

positions (25,50) m and (225,50) m with speed 1 m/s
and course directly towards each other. The targets are
passing each other without changing course. Note that
both targets are moving inside the wake of the other one
after the passing.

5.2. Simulation Setup

Two sensors, with the same specifications, are lo-
cated in the positions (0,0) m and (250,100) m respec-
tively. The sensors have 180± field of view with resolu-
tion about 0:7± in bearing (256 non-overlapping beams)
and 0.2 m in range. Their maximum range of 250 m is
assumed large enough to cover the targets throughout
the 200 s long runs, consisting of 200 scans with sam-
pling period T = 1 s. For both targets a two-dimensional
direct discrete time nearly constant velocity model [4]
is used in (1) and (2):

F =

2
6664
1 T 0 0

0 1 0 0

0 0 1 T

0 0 0 1

3
7775 H =

·
1 0 0 0

0 0 1 0

¸

(48)
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Fig. 4. Simulation scenarios of two targets observed by two sensors. Four different scenarios are shown. (a) Scenario 1: Crossing
trajectories with trajectory crossing angle ° = 20±. (b) Scenario 2: Parallel trajectories where the targets are moving side by side with spacing
d = 3 m. (c) Scenario 3: Sequential trajectories where Target 1 is moving behind in the wake created by Target 2, with spacing d = 5 m.
(d) Scenario 4: Meeting trajectories where the targets are moving towards each other, and passing each other inside the wake of the other

target.

Rc =

"
¾2x ¾2xy

¾2xy ¾2y

#
Rp =

·
¾2r 0

0 ¾2Ã

¸
(49)

Q =

2
6664
1
4T

4 1
2T

3 0 0
1
2T

3 T2 0 0

0 0 1
4T

4 1
2T

3

0 0 1
2T

3 T2

3
7775¾2p: (50)
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TABLE I
Specification of Parameters

Parameter Value Specification

T 1.0 s Sampling period
PD 0.7 Detection probability
PG 0.99999 Gate probability
PW 0.9 Wake probability
PFA 0.001 False alarm probability
¾2p(s) (0:001 m=s2)2 Process noise (simulation model)

¾2p(f) (0:05 m=s2)2 Process noise (filter model)

¾2r (0:2 m)2 Measurement noise (range)
¾2Ã (3:5 ¢ 10¡3 rad)2 Measurement noise (bearing)

N 256£ 1250 Number of resolution cells
S 180±, 250 m range Sensor coverage area
M 250£ 40 m Measurement generation area
W 5£ 30 m Wake area
VS 98174 m2 Volume of S
VM 10000 m2 Volume of M
VW 150 m2 Volume of W
¸clutter 16.3 Expected number of correlated

clutter measurements

The parameters in (48)—(50) and other simulation design
parameters are given in Table I.
Originally, the position measurements are in po-

lar coordinates (r,Ã) with (time invariant) measure-
ment noise covariance Rp, but are transformed to Carte-
sian coordinates (x,y) with corresponding measure-
ment noise covariance Rc using the standard conversion
[4, pp. 397—399]. This results in a purely linear model
so that a Kalman filter can be used in the tracking algo-
rithm. The measurement noise matrix Rp is calculated
assuming a uniformly distributed position error inside
the resolution cell. Hence, the variance of the uniformly
distributed error is given by the resolution, and this vari-
ance is heuristically used as the variance in the Gaussian
distributed Rp

¾2r =
0:22

12
m2 and ¾2Ã =

(¼=256)2

12
rad2:

(51)

Due to the high resolution in range (0.2 m), the targets
will cover several resolution cells in the range direc-
tion, resulting in extended targets. Because of this, the
actual range resolution is used as the standard devia-
tion (¾r = 0:2 m) instead of the calculation in (51). This
modification of ¾r in the simulations seems more rea-
sonable since the targets (scuba divers) are extended
in the range direction. To ensure controlled trajecto-
ries for the true targets, the added process noise in
the simulation model ¾2p(s) = (0:001 m=s

2)2 is set low,
but not to zero. The process noise in the filter model
¾2p(f) = (0:05 m=s

2)2 is set to approximate about 5 cm/s
change in the velocity components between each scan.
When the targets are following after each other in the

sequential scenario, there will be a problem using the
filter modifications as described above. This problem

especially affects the target following behind the first
target, because there will be wake detections surround-
ing this target both in front and behind it. If the wake
model is used in this situation, the wake-dominated
measurements behind the target will get lower weights
than the wake-dominated measurements in front. These
measurements in front, which originate from the wake
of the first target, will mislead the tracker, and the es-
timated track will speed up until it catches up with the
target in front. It is therefore likely that this target will
be lost. An approach to prevent this is to only apply
the wake model to the target in front, and use a regu-
lar data association filter for the target that is following
the first one. By handling the two targets separately in
two single-target tracking filters, the track of the target
behind the first one will have better chance to survive
in this hard situation. In the simulations a target follow-
ing behind another one will therefore not use the wake
model if the following criteria are fulfilled:

1) The target is inside the wake area W of the target
in front. The wake area W is defined as a rectangle,
Lw wide and reaching Ll backwards from the target
(Lw = 5 m, Ll = 30 m).
2) The target is at least 2 m behind the target in

front.
3) The difference between the moving direction of

the following target and the target in front is less than
10±.

To reduce the computational load, the different ver-
sions of the multitarget tracking algorithms are substi-
tuted with their analogous single target tracking algo-
rithms as long as targets are not “sharing” measure-
ments. In other words, the standard PDAF is used in-
stead of the JPDAF, and the modified PDAF is used
instead of the modified JPDAF and JPDACF when the
targets are apart. The multisensor (MS) filters are treated
in the same way, i.e., the MSPDAF is used instead of
the MSJPDAF.

5.3. Measurement Generation

The directional information (bearing) in an active
sonar is given by the beamforming. Since no beamform-
ing can achieve an ideal directivity pattern, there will be
a leakage or scattering of the signal in one beam to the
neighboring beams [16, ch. 5.3]. This is also known
as the point spread function (psf) [25], and may yield
detections from a point target in more than one bearing
cell. In [22] the true target-originated measurements are
simulated as single point detections, which, as described
above, is a simplification of the real world. To generate
measurements from the targets and their wakes in this
paper, detections from a real data set of a scuba diver
with an open breathing system are used. The data set
consists of 500 scans, and is recorded by an active sonar
with the same specifications as the sensors used in the
simulations. The diver is swimming in a nearly straight
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Fig. 5. Illustration of how each detection is specified by using the distance behind the target d and a bearing offset. The bearing offset
describes the number of cells in the bearing direction between a detected cell and the cell where the target trajectory passes through, and
with the same range as the detected one. As an example, the four detections marked with A, B, C and D are the same distance behind the

target, but with offsets ¡1, 0, 1 and 2 respectively.

line, and its trajectory is estimated mainly by using a
modified PDAF [21], but some manual corrections are
done to get better position estimates. For each scan a cell
averaging—constant false alarm rate (CA-CFAR) detec-
tor [15] is used to obtain the detections. The parameters
of the CA-CFAR algorithm are the same as in [21],
except for the following parameters:

² The average false alarm rate (probability of a false
detection in a resolution cell) is set to PFA = 0:001.

² The size of the averaging window used to estimate
the local background noise parameter is increased to
51 cells in the range direction due to the increased
resolution of the sensors used in this paper.

For each scan, the detections are stored and specified
by a distance d behind the true target position and
a bearing offset, see Fig. 5. The bearing offset de-
scribes the number of cells in the bearing direction
between a detected cell and the cell where the tar-
get trajectory passes through, and with the same range
as the detected one. As an example, the four detec-
tions marked with A, B, C and D in Fig. 5 are the
same distance behind the target, but with bearing off-
sets ¡1, 0, 1 and 2 respectively. Finally, after go-
ing through the 500 scans in the real data set, this
gives 500 different sets of detections of the true tar-
get and its wake, where the scattering in the bearing-
direction is accounted for. In the simulations the detec-
tions originating from the target and its wake are gen-
erated by drawing from these 500 sets according to a
first order Markov model. If set s was drawn at scan
k, the probability of drawing the succeeding set s+1
at time k+1 is ¼s,s+1 = 0:7, and the probability of a
random drawing u 2 [1,500] (uniformly distributed) is
¼s,u = 1¡¼s,s+1 = 0:3. The targets’ states are generated
directly from (1), and with the position and velocity
known, the target and wake originated measurements
are added.

Another part of the measurements is the clutter or
false measurements, and a standard assumption in sim-
ulations is that clutter is uniformly distributed in the
surveillance area. In this paper the generation of clutter
is done in two steps. The first step is under the standard
assumption, where the probability of generating a clut-
ter measurement in a resolution cell is PFA=2 = 0:005,
uniformly distributed across all cells in range and bear-
ing. The second step is to generate spatially correlated
clutter. These measurements are generated from a mul-
timodal Gaussian pdf with equal weights for the dif-
ferent modes. This is an approach to reflect that some
areas in the surveillance region yields more clutter, due
to, e.g., a rough surface of the sea bed, banks, hills,
large stones and other objects that creates variation in
the surveillance area. The multimodal Gaussian pdf is
regenerated for each run, and the number of modes is
drawn as a uniform discrete variable between 1 and 10.
The mean of each Gaussian mode is drawn uniformly
in the surveillance area, and the covariance matrix is
diagonal with standard deviations in the x and y direc-
tions drawn as uniform variables between 0 and 10. The
number of correlated clutter measurements for each scan
is Poisson distributed with parameter ¸clutter. Denote the
coverage area for a sensor as S (180±, 250 m range),
and the measurement area covering the full trajectories
of the targets as M (250£ 40 m), with volume VS and
VM respectively. The Poisson parameter ¸clutter is then
given by

¸clutter = 0:5PFAN
VM
VS
¼ 16:3 (52)

where PFA is the probability of a false alarm in a res-
olution cell, and N is the number of resolution cells
in S. Hence, in average there will be 16.3 correlated
clutter measurements in M for each scan. An example
of all measurements in one time frame for the crossing
scenario is given in Fig. 6. Notice that the detections
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Fig. 6. Snapshot of all detections/measurements at Sensor 1 and Sensor 2 during a run in the crossing scenario.

of the targets are more spread out sideways in Sensor 2
than in Sensor 1. At this time the targets are closer to
Sensor 1 than Sensor 2, and they are therefore better re-
solved by Sensor 1. The targets are also moving towards
Sensor 2, and because of the scattering of the signal to
the neighboring beams, the detections will be spread
out more sideways from the direction of motion. Also
notice how in some places the detections are located in
groups due to the non-uniform spatial distribution of the
clutter measurements. It is also possible that a target can
be undetected, which is the case for the lower target at
Sensor 1 in Fig. 6.

5.4. Track Formation and Termination

As can be seen in Fig. 6, the targets are often de-
termined by a cluster of detections rather than a single
point detection. In the simulations the tracks are initial-
ized by two-point differencing [4, p. 247] of the cluster
centroids from succeeding scans. The reason for this is
to avoid confusion due to the many possibilities of two-
point differencing that could have been set up among
the point detections from one single target. The cluster-
ing method of the single point detections is described
in [21], and is based on mathematical morphology [23].
Any successive pair of clusters within a maximum dis-
tance based on target maximum motion parameters and
cluster measurement noise variances initiates a prelimi-
nary track. For the motion parameters, a maximum dis-
tance dmax = 1 m together with the process noise matrix
Q in (2) is used. The measurement noise for the clusters
is computed from the different cells included in the clus-
ter as a Gaussian mixture [4, pp. 55—56]. A preliminary

track has to receive measurements for a minimum of 4
time steps during the first 6 scans to become a confirmed
track. This is also referred to as a “4/6” logic-based track
formation procedure. Note that the clustering method is
only used for the two-point differencing in the track
initialization.
In the centralized tracking the multisensor filtering

is described in Section 4, first updating with measure-
ments from Sensor 1 and then with measurements from
Sensor 2 in a sequential updating scheme. The track ini-
tialization in the centralized tracking algorithm is based
on measurements that also contain velocity information.
First, the two-point differencing is used at Sensor 1 to
make an initial state. Then, the two-point differencing
is used at Sensor 2, but these initial states are now used
as measurements (including both position and velocity)
to update the initial state from Sensor 1. The updating
is done as in a regular PDAF, but since these measure-
ments are formed by two-point differencing of cluster
centroids from succeeding scans, they will not have the
same measurement noise, yielding a varying innovation
covariance (Sk in (6)). The innovation covariance is nor-
mally used to form the measurement validation gate in
the PDAF, but in this case a fixed matrix

Sfix =

2
66664
¾2pos 0 0 0

0 ¾2pos 0 0

0 0 ¾2vel 0

0 0 0 ¾2vel

3
77775 (53)

is used instead of the non-constant innovation covari-
ance to form a constant measurement validation gate.
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The values used in Sfix is set based on the assumption
that the standard deviation for these measurements are
about 1 m for the position elements, and 0.5 m for the
velocity elements (¾pos = 1 m and ¾vel = 0:5 m).
In the modified filters, the wake assumption also af-

fects the track initialization in the way that measure-
ments inside the wake area W (defined in Section 5.2)
are excluded in the initialization procedure.
To terminate a track one of the following events

(termination events) must occur:

1) The estimated speed is outside the interval
[vmin,vmax], where vmin = 0:1 m/s and vmax = 3 m/s.
2) The estimate moves more than 5 m between two

scans.
3) The position state estimation variance exceeds

¾2posmax, where ¾
2
posmax = 50 m

2.
4) There are no validated measurements received in

a track within 5 successive scans.
5) The track is closer than dmin to another older track

during 10 succeeding scans, where dmin = 0:5 m.

These track termination criteria are adopted rather
than using more rigorous methods, such as the joint
version of the IPDAF [17], because of their sensitivity to
inaccurate estimates of the clutter density. In real sensor
measurements, the signal is often scattered resulting
in more than one target-originated detection. This will
increase the clutter density resulting in an unrealistic
low probability for the track to survive. This may be
solved by the use of clustering, but for targets in the
presence of wakes it is undesirable to blend the wake-
originated detections together with the target-originated
ones. The above termination criteria are more strict than
those used in [21] due to the higher sensor resolution
used in this paper.

5.5. Performance Analysis

The performance evaluation of a multitarget tracking
system is always a difficult problem, and the quality of
the results is difficult to quantify in terms of a few vari-
ables. When the evaluation is based on real data, where
not all parameters are known, this problem becomes
even harder. The results also depend on the simulation
scenarios, and the performance of the JPDAF may, ac-
cording to [13], show large local maxima and minima
as a function of scenario parameters. However, by con-
sidering the basic scenarios described above and using a
relatively large set of measures of performance (MOP),
a certain amount of meaningful information should be
obtained. The MOP considered are the following:

1) The percentage of lost tracks among all true
tracks.
2) The percentage of swapped tracks among all true

tracks (measured only when the targets are closer than
10 m).
3) The average fraction of each trajectory’s total

duration where the target is tracked (by a true track).

4) The average life length of a true track relative to
its true target’s life length.
5) The average time for target acquisition.
6) The number of false tracks per scan.
7) The average life length of a false track.
8) The position RMS error.

This section describes how these MOP are obtained
before the corresponding results, based on 500 Monte
Carlo runs for each of the four given scenarios, are
shown. At a given time k there might exist several
tracks, but for each target, at most one of them can
be defined as true. The rest of the tracks are therefore
by definition false. A track is first defined as true if
the position estimation error is less than 1 m during
the next 5 scans, and at the same time there are no
other true track associated to the target. If there is more
than one track fulfilling these requirements at the same
time, the track with lowest average position estimation
error during these 5 scans is defined as the true one.
The true track will stay as such until either the position
estimation error exceeds 5 m, or the position estimation
error associated to a neighboring target is less than 1 m
during the next 5 scans. In both situations the track will
be declared as lost, but in the latter case it will also be
defined as a swapped track.
1) The percentage of lost tracks among all true tracks:

In Fig. 7 the percentage of lost tracks is shown. The
standard filters (PDAF and JPDAF) have the highest
track loss percentage, and the JPDAF shows no im-
provement compared to the PDAF. The modified sin-
gle target tracking algorithm (PDAF) performs better
than the standard filters, but the best performance is
achieved with the modified JPDAF and JPDACF. The
difference between the standard filters and the modified
PDAF is largest in the meeting and crossing scenarios
where the targets are close to each other during a short
time. When the targets stay together for a longer period
of time, the modified PDAF is not significantly better
than the standard filters because it does not account for
the neighboring target and its wake like the modified
JPDAF and JPDACF do. Also notice that there is al-
most no difference between the decoupled and coupled
modified JPDAF, which indicates that the correlation
between the targets’ estimation errors is insignificant.
In the different scenarios considered the best per-

formance is achieved for the meeting scenario. This is
maybe a bit surprising since the density of the joint wake
model after the passing is lowest between the targets, the
area opposite to their moving direction. However, the
high wake density in the whole joint validation region
will at the same time give more confidence in the pre-
dicted target motion than the measurements. Because of
this, and the fact that the velocities of the two targets are
totally opposite to each other, the tracks will be less af-
fected by the false measurements. The percentage of the
lost tracks in the crossing scenario is the next best, and
the good performance in both the meeting and crossing
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Fig. 7. Average percentage of lost tracks in the four simulation scenarios. (a) Scenario 1: Crossing trajectories. (b) Scenario 2: Parallel
trajectories. (c) Scenario 3: Sequential trajectories. (d) Scenario 4: Meeting trajectories.

scenarios is as expected since the targets are only close
to each other a short time. In these scenarios the results
from the single sensor filters are almost as good as from
the multisensor filters in the centralized tracking. This
is not true for the parallel scenario where the perfor-
mance is significantly improved by fusing the sensors’

data in the modifed MSJPDAF and MSJPDACF. In this
scenario the targets are separated by only 3 m, which
is close to the limit for having multiple targets in a sin-
gle resolution cell (unresolved targets). By using two
sensors in this situation, Sensor 1 resolves the targets
relatively good in the beginning of the run, and Sen-
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sor 2 does the same at the end of the run. Because of
this, the fusion of these two sensors data improves the
performance significantly.
The most difficult scenario is the sequential, where

a target is moving behind another target, surrounded by
the wake. In this case the centralized tracking performs
best, and a track loss under 40% is achieved by the
modified MSJPDAF and MSJPDACF. In practice this
means that, even in a hard case like this, at least one
track will be kept throughout the run.
2) The percentage of swapped tracks among all true

tracks (measured only when the targets are closer than
10 m): The percentage of the swapped tracks, shown
in Fig. 8, is only measured when the distance between
the targets is less than 10 m. The reason for this is
to find the percentage of swapping among only the
tracks where the two associated targets are close to
each other. The swapping is, as expected, highest in
the parallel scenario where the tracks are moving in
parallel for a longer period of time. In this situation it is
easy for a track to switch over to the neighboring target
only 3 m away. In the meeting scenario the swapping
phenomenon is totally absent for the modified filters,
and practically absent for the standard filters (PDAF and
JPDAF). The reason for this is the same as discussed
under the previous MOP.
The modified PDAF has the most problems, espe-

cially in the parallel scenario, since it accounts for its
own wake, but does not take into consideration that there
is another target in the surrounding area. The standard
filters, which do not consider the wakes, are more dis-
posed to turn into their own wake than to swap to the
neighboring target. Therefore, even if their track loss is
higher, they have a lower swapping percentage than the
modified PDAF.
The best performance is achieved by the modified

MSJPDAF and MSJPDACF in the centralized track-
ing. This improvement is most significant in the parallel
scenario, where the percentage of swapped tracks
are almost halved for the modified MSJPDAF and
MSJPDACF compared to the other filters.
3) The average fraction of each trajectory’s total

duration where the target is tracked (by a true track): In
Fig. 9 the average percentage of the tracked part of the
trajectories’ duration is shown. Also here the modified
JPDAF and JPDACF perform best, and by using the
modified MSJPDAF or MSJPDACF in the centralized
tracking, about 90% of the trajectories are tracked.
Notice that the percentage of the tracked trajectory can
be very good even with a high track loss percentage if
tracks are quickly reacquired after a loss. It is therefore
important to consider other MOP to get the total picture.
4) The average life length of a true track relative to

its true target’s life length: In Fig. 10 the average life
length (in %) of the true tracks is shown. It is clear
that the track length is significantly increased by the
modified filters, and most by the modified multitarget
tracking filters (JPDAF and JPDACF). The best perfor-

mance is achieved by the modified filters in the meeting
scenario, where the average track length is about 80%
of the true target’s life length, more than twice as long
as for the standard PDAF and JPDAF. The improve-
ment by using multiple sensors is most significant for
the modified MSJPDAF and MSJPDACF in the paral-
lel scenario. In this situation the combination of both
using the multitarget wake model, and for the targets
to be well resolved by at least one sensor all the time
throughout the run, is vital. In the sequential scenario
the best track length is almost 60% for the same modi-
fied multisensor filters. This is due to the fact that when
a track is first lost inside the wake of another target in
front, it is very hard to reacquire a track on the rear
target.
5) The average time for target acquisition: In many

situations it is important to quickly initiate tracks and
reacquire them once lost. Let the time for target ac-
quisition be the time before a track is defined as true
either in the beginning of a run or after a track was
lost. The average time for target acquisition (or reac-
quisition) is shown in Fig. 11. For the crossing, the
parallel and the meeting scenarios, the modified fil-
ters perform slightly better than the standard filters. At
the sequential scenario the behavior is different in the
way that the standard filters outperform the modified
filters. This is due to the assumption that the measure-
ments behind a target originate from a wake and not
a target. Therefore, when the target following the tar-
get in front is lost, the real target-originated measure-
ments will not be considered for a new track as long
as they are inside the wake area W of the target in
front.
In the first three scenarios it is harder to initi-

ate/reacquire true tracks at Sensor 2 than for Sensor 1.
The reason for this is that tracks are starting close to
Sensor 1, and far from Sensor 2, and the detections of
the targets (and wakes) will therefore be more spread
out in the view of Sensor 2. This can be seen in Fig. 6,
and makes it harder to acquire tracks in the two-point
differencing of the cluster centroids from succeeding
scans.
6) The average life length of a false track: As men-

tioned above, all tracks that are not defined as true, are
considered false. The average life length of a false track
is shown in Fig. 12, and the performance is almost the
same for all filters, with an insignificant tendency for
shorter life length of the false tracks in the modified
filters.
7) The number of false tracks per scan: Another

MOP considering the false tracks, is the average number
of false tracks per scan, shown in Fig. 13. This number
is higher for the standard filters than for the modified
ones because the standard filters do not restrict the track
formation inside the wake areas behind the targets. Also,
there are more false tracks for the centralized tracking
due to the fact that this tracking algorithm takes into
account false measurements from both sensors.
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Fig. 8. Average percentage of swapped tracks in the three simulation scenarios. (a) Scenario 1: Crossing trajectories. (b) Scenario 2:
Parallel trajectories. (c) Scenario 3: Sequential trajectories. (d) Scenario 4: Meeting trajectories.

8) The position RMS error: The last MOP in this
analysis is the position RMS error, given in Fig. 14.
The RMS error is based only on the true tracks in
the simulation scenarios. In all scenarios the position
RMS error is larger for the standard filters than for the

modified filters. This is because the standard filters do
not consider the wake-originated measurements like the
modified filters do, and the state estimate is therefore
likely to be drawn into the wake. It can also be seen
that the RMS error, at least for the modified JPDAF
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Fig. 9. Average percentage of tracked trajectory in the four simulation scenarios. (a) Scenario 1: Crossing trajectories. (b) Scenario 2:
Parallel trajectories. (c) Scenario 3: Sequential trajectories. (d) Scenario 4: Meeting trajectories.

and JPDACF, is slightly reduced in the centralized track-
ing.
In the two first scenarios (crossing and parallel),

the error increases during the periods when the targets
are close to each other. For the crossing scenario this

is seen as a “jump” in the error when the targets
are crossing between 80 s and 120 s. In the parallel
scenario, this jump starts at about 60 s and ends at
140 s, which are the period the targets are moving in
parallel. In these situations the estimate for one target
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Fig. 10. Average life length of a true track relative to its true target’s life length in the four simulation scenarios. (a) Scenario 1: Crossing
trajectories. (b) Scenario 2: Parallel trajectories. (c) Scenario 3: Sequential trajectories. (d) Scenario 4: Meeting trajectories.

will be drawn towards the other target, also known
as track coalescence [8]. Among the modified filters,
this is most problematic for the single target tracking
algorithm because it accounts for the wake behind its
own target, but has no information about the nearby

target which also has a wake behind it. The modified
multitarget filters perform similarly, and their RMS
errors are almost constant throughout the run.
In the meeting scenario only a small tendency of the

jump phenomenon is noticeable shortly after the pass-
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Fig. 11. Average time for target acquisition in the four simulation scenarios. (a) Scenario 1: Crossing trajectories. (b) Scenario 2: Parallel
trajectories. (c) Scenario 3: Sequential trajectories. (d) Scenario 4: Meeting trajectories.

ing. As discussed above, the totally opposite velocities
of the two targets and the high wake density in the whole
joint validation region, make the targets’ passing rela-
tively easy.

In the sequential scenario the targets are never closer
than about 5 m, so the RMS error does not increase
much during the period the tracks are following after
each other. In this scenario, the modified single target
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Fig. 12. Average track length for a false track in the four simulation scenarios. (a) Scenario 1: Crossing trajectories. (b) Scenario 2: Parallel
trajectories. (c) Scenario 3: Sequential trajectories. (d) Scenario 4: Meeting trajectories.

tracking filter performs better than the modified multi-
target tracking filters. The reason for this is because the
RMS error is measured only among the true tracks, not
when they become lost. In this scenario, where the tar-
gets are following after each other, the estimation error

is larger for the target behind the one in front, because
it is surrounded by wakes. From the percentage of lost
tracks in Fig. 7, the modified single target filter will
lose the target more often than the modified multitarget
filters, and it is most likely that the lost target is the
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Fig. 13. Average number of false tracks per scan in the four simulation scenarios. (a) Scenario 1: Crossing trajectories. (b) Scenario 2:
Parallel trajectories. (c) Scenario 3: Sequential trajectories. (d) Scenario 4: Meeting trajectories.

one with largest estimation error. Therefore, when the
RMS error is calculated, the modified multitarget filters
are based on tracks with larger estimation error than
what the modified single target filter is based on, only
because these tracks were not lost.

5.6 Usage of the Wake Model on Targets Without
Wakes

In this section the erroneous use of wake models on
targets without wakes is considered. The crossing sce-
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Fig. 14. Position RMS error from 500 Monte Carlo runs in: (a) Scenario 1: Crossing trajectories, (b) Scenario 2: Parallel trajectories,
(c) Scenario 3: Sequential trajectories, (d) Scenario 4: Meeting trajectories.

nario (see Fig. 4) is used as before, but without wakes
behind the targets.2 Each target is simulated as a point-
target (only one measurement) with detection probabil-
ity PD = 0:7, independently across time. The results after
500 Monte Carlo runs are shown in Fig. 15, and the
performance is clearly better than in the wake-scenario
due to the fact that each target is never simulated by
more than one detection at a time. This shows that the
scattering effect in real sensors, due to the beamforming,
makes the tracking problem considerably harder and is
an important element in further research.

2This would correspond to “closed breathing system” scuba divers or
mechanical underwater vehicles.

It is also interesting to see that even though the mod-
ified PDAF performs worse than the standard PDAF,
the modified multitarget algorithms perform almost the
same as the standard JPDAF. This indicates that apply-
ing the modified JPDAF or JPDACF on targets without
wakes will not degrade the tracking performance. For
tracking in environments with different kinds of tar-
gets, with and without wakes, this is a desirable prop-
erty.
Another issue worth mentioning is the increasing

trend of the position RMS error for Sensor 1, and
the decreasing trend for Sensor 2. This is due to the
fact that the estimated position error increases with the
distance to the sensors, and the targets are starting close
to Sensor 1, and moving towards Sensor 2. Notice how
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Fig. 15. Simulation results from the crossing scenario where the probabilistic wake model is erroneous applied to targets without wakes.
Each target is simulated as point detections with detection probability PD = 0:7, independent across time. The different features discussed in

Section 5.5 are shown.

these trends in the single sensors are averaged out in
the centralized tracking where the sensors’ data are
fused.
It is also shown that the use of multiple sensors is

more effective in preventing lost tracks in this special

case than in the previous cases where the targets had
wakes. This gives an another justification of using mul-
tiple sensors when tracking targets in the presence of
wakes, because a target could be mistaken for having a
wake even when it does not have one.
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6. CONCLUSIONS

An important factor in a multitarget tracking sys-
tem is to correctly associate each measurement received
from a detector to its origin. The JPDAF has been a
solution to this problem due to its effectiveness and
low computational demand. In the JPDAF all false mea-
surements are assumed due to i.i.d. uniformly spatially
distributed noise or clutter. This assumption is not ade-
quate for targets that generate wakes, because detections
originating from the wake are not uniformly distributed
and may result in a lost track if they are not properly
modelled. The solution presented incorporates a model
of the wakes behind the targets in a multitarget envi-
ronment. The purpose of this wake model is to weight
wake-originated measurements lower than in a regular
JPDAF to avoid the tracks following these measure-
ments and therefore be forced to turn into the wake.
To achieve this, we presented a model formed by the
sum of single models each linearly increasing behind
their associated targets.
A systematic comparison of the standard data as-

sociation filters (PDAF and JPDAF) and their corre-
sponding modified versions are presented in a multitar-
get multisensor environment. Four different simulation
scenarios are examined where two targets in the pres-
ence of wakes are crossing, moving in parallel to each
other, one following after another, and finally meeting
and then passing each other. It is shown that the wake
model presented is a useful modification of the JPDAF
in all four scenarios. The only stated drawback using
the wake model is when a target is moving after another
one, surrounded by the wake from the target in front.
In that case, if the rear target is lost, it is harder to reac-
quire the track because the measurements are assumed
originating from the wake and not the true target.
This paper also presents the coupled version of

the JPDAF, called JPDACF, and a modified JPDACF
(with a wake model) is developed and tested. The
simulations show that the modified JPDACF is not
improving the performance compared to the simpler
modified JPDAF, indicating that there is no significant
correlation between the targets’ estimation errors.
The simulation scenarios consider two sensors, and

the data association filters at the local sensors are
compared with multisensor (MS) filters in a central-
ized tracking configuration. A sequential state updating
scheme is used in the multisensor filters, and the results
show that the data fusion provides significant improve-
ment in the tracking performance.
This paper also examines the effect of applying

the wake model on point-targets without wakes. The
results show that the modified JPDAF and JPDACF
perform almost the same as the standard JPDAF. This
makes the modification practical for real systems where
both targets with wakes and targets without wakes are
operating in the same environment.

Fig. 16. Specification of variables for integration of the wake
model, with length Ll and width Lw, inside the joint validation

region with center c and radius r. The wake has front corners [® ½]
and [¯ ½] and is oriented behind the target with position z̄ and

velocity v.

APPENDIX A. SPECIFICATION OF THE JOINT WAKE
MODEL

In this appendix the joint wake model pW(zk) in-
troduced in Section 3 is presented, and an analytical
expression for the probability PGW is derived. The joint
wake model is the sum of all NT single wake models
ptW(zk) behind each target t under consideration

pW(zk) =
1
NT

NTX
t=1

ptW(zk): (54)

Next, consider the single wake model ptW(zk) of target
t, and let z̄ and v be the predicted position and velocity
of the target, respectively. Reference to Fig. 16 may
be helpful in the following. The single wake model is
assumed linearly increasing with length Ll behind the
predicted position of the target, i.e., in the direction
opposite to v, and uniform with width Lw in the direction
perpendicular to the target’s velocity v. This model can
be expressed by defining the independent variables l
and w as the respective distances behind and sideways
(relative to v) to the target. From the above assumption,
l and w have the following densities

pl(l) =
2l
L2l

0· l · Ll

pw(w) =
1
Lw

0· w · Lw
2

(55)

which yields

ptW(zk) = pl(l)pw(w) =
2l
L2l Lw

: (56)

140 JOURNAL OF ADVANCES IN INFORMATION FUSION VOL. 4, NO. 2 DECEMBER 2009



Notice that even though a current estimate of the veloc-
ity v is available in the filter, a better way in practice is
to use an average of the latest estimates since the wake
will not change direction as rapidly as the current target
velocity estimate. In the simulations an average of the
latest 6 estimates is used.
The joint validation region containing all candidate

measurements in the multitarget environment is defined
as a circle with radius r and center c. The center c is
calculated as the average between all the predicted target
positions, and the radius r is defined as the distance to
the farthest validated measurement.
The probability PGW in (25), used to restrict the

density of the joint wake model pW(zk) to the joint
validation region, has to be calculated for each scan
by integration of pW(zk) inside the region. Since pW(zk)
is the sum of all single wake models ptW(zk), PGW is
obtained by calculating PtGW for each target t and then
summing them up

PGW =
NTX
t=1

PtGW: (57)

The calculation of PtGW is derived next. Assume a Carte-
sian coordinate system with origin at position c and
y-axis parallel to v but in the opposite direction, see
Fig. 16. Define the two front corners of the wake model
with elements ® and ¯ for the x-axis, and ½ for the y-axis

½= (c¡ z̄)Tv=jvj

®=
q
jc¡ z̄j2¡ ½2¡w=2

¯ =
q
jc¡ z̄j2¡ ½2 +w=2:

(58)

The integration depends on if the front corners [® ½]T

and [¯ ½]T are inside or outside the joint validation
region (circle), and will be broken into one, two or three
parts. To do this, define three binary variables ±½, ±® and
±¯ as follows:

±½ =
½
1 if ½ < 0

0 otherwise
(59)

±® =
½
1 if

p
®2 + ½2 > r

0 otherwise
(60)

±¯ =
½
1 if

p
¯2 + ½2 > r

0 otherwise
: (61)

Then the integral can be written as

PtGW =
2

L2l Lw

(
±½±®

Z ¡
p
r2¡½2

max(®,¡r)

Z pr2¡x2

¡
p
r2¡x2

(y¡ ½)dydx

+

Z ¯(1¡±¯ )+±¯
p
r2¡½2

®(1¡±®)¡±®
p
r2¡½2

Z pr2¡x2

½

(y¡ ½)dydx

+ ±½±¯

Z min(¯,r)

p
r2¡½2

Z pr2¡x2

¡
p
r2¡x2

(y¡ ½)dydx
)
:

(62)

For simplicity we substitute the limits of integration
along the x-axis as follows:

a=max(®,¡r)

b =¡
p
r2¡ ½2

c= ®(1¡ ±®)¡ ±®
p
r2¡ ½2

d = ¯(1¡ ±¯)+ ±¯
p
r2¡ ½2

e=
p
r2¡ ½2

f =min(¯,r)

(63)

which yields

PtGW =
2

L2
l
Lw

(
±½±®

Z b

a

Z p
r2¡x2

¡
p
r2¡x2

(y¡ ½)dydx

+

Z d

c

Z p
r2¡x2

½

(y¡ ½)dydx

+ ±½±¯

Z f

e

Z p
r2¡x2

¡
p
r2¡x2

(y¡ ½)dydx
)

=
1

L2
l
Lw

n
½r2
³
arcsin

c

r
¡ arcsin d

r

´
+
c3¡ d3
3

+2½±®±½

³
a
p
r2¡ a2 ¡ b

p
r2 ¡ b2

´
¡ c(½2 + r2)+ 2½±¯±½

³
e
p
r2¡ e2¡f

p
r2 ¡f2

´
+ d(½2 + r2)+ 2½±®±½r

2
³
arcsin

a

r
¡ arcsin b

r

´
+ ½c
p
r2 ¡ c2 + 2½±¯±½r2

³
arcsin

e

r
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r

´
¡½d
p
r2 ¡ d2

o
: (64)

APPENDIX B. COVARIANCE UPDATE IN THE
MODIFIED JPDACF

In this section the updated stacked covariance for
the JPDACF in (47) is derived. The updated covariance
PSkjk, conditioned on all measurements up to time k, Z

k,
is

PSkjk = Ef[xSk ¡ x̂Skjk][xSk ¡ x̂Skjk]T j Zkg: (65)

This can be expressed as a weighted sum of all joint as-
sociation event conditioned estimation error covariances
by using the total probability theorem

PSkjk =
X
£k

Pf£k j Zkg

£Ef[xSk ¡ x̂Skjk][xSk ¡ x̂Skjk]T j Zk,£kg: (66)

Let x̂Skjk(£) be the state estimate conditioned on the
joint association event £k. By using this, (66) can be
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rewritten as

PSkjk =
X
£k

Pf£k j Zkg

£E
n
[(xSk ¡ x̂Skjk(£) + x̂Skjk(£)¡ x̂Skjk)]

£ [(xSk ¡ x̂Skjk(£) + x̂Skjk(£)¡ x̂Skjk)]T j Zk,£k
o

=
X
£k

Pf£k j Zkg

£E
n
(xSk ¡ x̂Skjk(£))(xSk ¡ x̂Skjk(£))T

+(xSk ¡ x̂Skjk(£))(x̂Skjk(£)¡ x̂Skjk)T

+(x̂Skjk(£)¡ x̂Skjk)(xSk ¡ x̂Skjk(£))T

+(x̂Skjk(£)¡ x̂Skjk)(x̂Skjk(£)¡ x̂Skjk)T j Zk,£k
o

=
X
£k

Pf£k j Zkg

£Ef(xSk ¡ x̂Skjk(£))(xSk ¡ x̂Skjk(£))T j Zk,£kg

+
X
£k

Pf£k j Zkg

£ (x̂Skjk(£)¡ x̂Skjk)(x̂Skjk(£)¡ x̂Skjk)T

=
X
£k

Pf£k j Zkg

£Ef(xSk ¡ x̂Skjk(£))(xSk ¡ x̂Skjk(£k))T j Zk,£kg| {z }
P£

+
X
£k

Pf£k j Zkgx̂Skjk(£)x̂Skjk(£)T¡ x̂Skjk(x̂Skjk)T| {z }
P̃

=
X
£k

Pf£k j ZkgP£+ P̃ (67)

where the identityX
£k

Pf£k j Zkg= 1 (68)

is used together with the fact that

x̂Skjk(£) = EfxSk j Zk,£kg (69)

x̂Skjk =
X
£k

Pf£k j Zkgx̂Skjk(£): (70)

Next, P£ in the first term of (67) will be derived

P£ = Ef(xSk ¡ x̂Skjk(£))(xSk ¡ x̂Skjk(£))T j Zk,£g (71)

where the conditioned estimation error is

x̃Sk (£) = x
S
k ¡ x̂Skjk(£)

= FSxSk¡1 + v
S
k¡1¡FSx̂Sk¡1jk¡1¡ Ix£WS

k I
z
£º

S
k (£):

(72)

Substituting (under the assumption that all targets are
observed)

ºSk (£) =z
S
k (£)¡HSFSx̂Sk¡1jk¡1

=HSFSxSk¡1 +H
SvSk¡1 +w

S
k ¡HSFSx̂Sk¡1jk¡1

=HSFSx̃Sk¡1 +H
SvSk¡1 +w

S
k (73)

in (72) yields

x̃Sk (£) = (I¡ Ix£WS
k I

z
£H

S)FSx̃Sk¡1

+ (I¡ Ix£WS
k I

z
£H

S)vSk¡1¡ Ix£WS
k I

z
£w

S
k :

(74)
Using this in (71) gives

P£ = (I¡ Ix£WS
k I

z
£H

S)PSkjk¡1(I¡ Ix£WS
k I

z
£H

S)T

+ Ix£W
S
k I

z
£R

SIz£W
S
k

T
Ix£ (75)

where
PSkjk¡1 = F

SPSk¡1jk¡1F
ST+QS: (76)

In (75) the assumptions in (2) are used together with
the following independence assumptions between the
estimation error and the two noises

Efx̃Sk vSk
T j Zk,£kg= 0 (77)

Efx̃Sk¡1wSk
T j Zk,£kg= 0: (78)

The last term P̃ in (67) is

P̃ =
X
£k

Pf£k j Zkgx̂Skjk(£)x̂Skjk(£)T¡ x̂Skjk(x̂Skjk)T

=
X
£k

Pf£k j Zkg(x̂Skjk¡1 + Ix£WS
k I

z
£º

S
k (£))

£ (x̂Skjk¡1 + Ix£WS
k I

z
£º

S
k (£))

T

¡
0
@x̂Skjk¡1 +X

£k

Pf£k j ZkgIx£WS
k I

z
£º

S
k (£)

1
A

£
0
@x̂Skjk¡1 +X

£k

Pf£k j ZkgIx£WS
k I

z
£º

S
k (£)

1
AT

(79)

which after cancellations becomes the spread of inno-
vations

P̃ =
X
£k

Pf£k j ZkgIx£WS
k I

z
£º

S
k (£)º

S
k (£)

TIz£W
S
k

T
Ix£

¡
0
@X

£k

Pf£k j ZkgIx£WS
k I

z
£º

S
k (£)

1
A

£
0
@X

£k

Pf£k j ZkgIx£WS
k I

z
£º

S
k (£)

1
AT

: (80)
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Using (80) and (75) in (67) yields the updated stacked
covariance

PSkjk =
X
£k

Pf£k j Zkg

£
n
Ix£W

S
k I

z
£(º

S
k (£)º

S
k (£)

T+RS)Iz£W
S
k

T
Ix£

+(I¡ Ix£WS
k I

z
£H

S)PSkjk¡1(I¡ Ix£WS
k I

z
£H

S)T
o

¡
0
@X

£k

Pf£k j ZkgIx£WS
k I

z
£º

S
k (£)

1
A

£
0
@X

£k

Pf£k j ZkgIx£WS
k I

z
£º

S
k (£)

1
AT

: (81)
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Track-to-Track Fusion
Configurations and Association
in a Sliding Window

XIN TIAN

YAAKOV BAR-SHALOM

Track-to-track fusion (T2TF) is very important in distributed
tracking systems. Compared to the centralized measurement fusion
(CMF), T2TF can be done at a lower rate and thus has potentially
lower communication requirements. In this paper we investigate the
optimal T2TF algorithms under linear Gaussian (LG) assumption,
which can operate at an arbitrary rate for various information con-
figurations. It is also assumed that the tracking system is synchro-
nized. Namely, all the trackers obtain measurements and do track
updates simultaneously and there are no communication delays be-
tween local trackers and the fusion center (FC). The algorithms
presented in this paper can be generalized to asynchronous scenar-
ios. First, the algorithms for T2TF without memory (T2TFwoM)
are presented for three information configurations: with no, partial
and full information feedback from the FC to the local trackers.
As one major contribution of this paper, the impact of information
feedback on fusion accuracy is investigated. It is shown that using
only the track estimates at the fusion time (T2TFwoM), informa-
tion feedback will have a negative impact on the fusion accuracy.
Then, the algorithms for T2TF with memory (T2TFwM), which are
optimal at an arbitrary rate, are derived for configurations with no,
partial and full information feedback. It is shown that, operating
at full rate, T2TFwM is equivalent to the CMF regardless of in-
formation feedback. However, at a reduced rate, a certain amount
of degradation in fusion accuracy is unavoidable. In contrast to
T2TFwoM, T2TFwM benefits from information feedback.
For nonlinear distributed tracking systems, an approximate

implementation of the T2TF algorithms is proposed. It requires
less communications between the FC and the local trackers, which
allows the algorithms to be implemented in distributed tracking
systems with low communication capacity. Simulation results show
that the proposed approximate implementation is consistent and has
practically no loss in fusion accuracy due to the approximation. For
the sensors-target geometry considered, it can meet the performance
bound of the CMF at the fusion times.
The problem of track-to-track association (T2TA) is also inves-

tigated. The sliding window test for T2TA, which uses track esti-
mates within a time window, is derived. It accounts exactly for the
crosscovariances among the track estimates and yields false alarm
rates that match the theoretical values. To evaluate the test power
when using more data frames, a comparison between the single time
association test and the sliding window test is performed. Counter-
intuitively, it is shown that the belief “the longer the window, the
greater the test power” is not always correct.
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1. INTRODUCTION

In a multisensor tracking system, the fusion center
(FC) is meant to gather and process information from
local sensors or trackers. There are generally two ap-
proaches for this purpose. One is the centralized mea-
surement fusion (CMF), in which the local measure-
ments are sent directly to the FC, where the central
tracker performs measurement to track association and
track update. The other approach is track-to-track fu-
sion (T2TF) in which local tracks are sent to the FC
where tracks of the same target are fused for improved
accuracy. In this paper, each track is assumed to be
generated by a Kalman filter, which is optimal under
linear Gaussian (LG) assumption and the same as the
linear minimum mean square error (LMMSE) estima-
tor for linear systems without the Gaussian assumption.
It is also assumed that the tracking system is synchro-
nized. Namely, all the trackers obtain measurements and
perform track updates simultaneously and there are no
communication delays between local trackers and the
FC. The T2TF algorithms presented in this paper can
be generalized to asynchronous cases which will be
discussed in [26]. Although the CMF approach pro-
duces the best results, it requires constant and reliable
communication links between local senors and the FC.
Lags in the communication links will result in out-of-
sequence measurements (OOSM), thus requiring spe-
cial algorithms [2]. If the communication links become
saturated because there are too many measurements to
transmit, the sensor network will lose information and
might fail. The T2TF approach is more attractive for
practical implementations. It allows the local trackers to
communicate with the FC once in a while, sending local
tracks for T2TF and possibly receiving as feedback the
fused tracks from the FC. The major benefit is that there
is no restriction on when and how often the local tracks
should be transmitted. This can reduce the requirements
on the capacity of the communication links.
For the problem of T2TF, the crosscorrelation among

tracks of the same target due to common process
noises was first observed in [1], where a formula for
the calculation of the crosscovariance was also pre-
sented. Based on the formula in [1], the algorithm
for the one-scan T2TF, i.e., T2TF without memory
(T2TFwoM) was studied in [5], which derived the al-
gorithm for T2TFwoM without information feedback
(T2TFwoMnf) at an arbitrary rate (see also [17, 18, 19,
20, 21, 22, 27]). Another type of T2TF algorithm–the
information matrix fusion (IMF)–was proposed in [13,
25]. Note that, unlike T2TFwoM, the IMF belongs to the
class of fuser with memory, since it uses track estimates
from the previous fusion. The IMF is equivalent to the
CMF when the fuser is operating at full rate [9, 13].
Comparisons between the IMF and the T2TFwoMnf
can be found in [8, 9], where it is shown that, oper-
ating at full rate, the T2TFwoMnf is not as accurate as
the IMF, and it was concluded that the suboptimality of
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T2TFwoMnf is because it is optimal only in ML sense.1

However, the IMF is not optimal when the fuser is op-
erating at reduced rate and, as reported in [10], it causes
inconsistency and even divergence. A simulation based
comparison on existing fusion algorithms can also be
found in [23].
In this paper, the T2TF algorithms that can operate at

an arbitrary rate are investigated for various information
configurations:

1. T2TFwoMnf (T2TFwoM with no information feed-
back)

2. T2TFwoMpf (T2TFwoM with partial information
feedback)

3. T2TFwoMff (T2TFwoM with full information feed-
back)

4. T2TFwMnf (T2TFwM with no information feed-
back)

5. T2TFwMpf (T2TFwMwith partial information feed-
back)

6. T2TFwMff (T2TFwM with full information feed-
back)

Except for T2TFwoMnf presented in [5], the results
for all the other configurations are new. The impact of
information feedback and memory on the accuracy of
T2TF is thoroughly examined.
For T2TFwoM, depending on the existence of infor-

mation feedback, the three information configurations
[6, 15] are illustrated in Fig. 1. Suppose there are two
tracks (that pertain to the same target) which are fused at
certain times. The first configuration is the T2TFwoM
without information feedback (T2TFwoMnf) [3], des-
ignated as Type IIa configuration for multisensor track-
ing in [6]. As indicated in Fig. 1(a), the two local tracks
evolve independently without the information from each
other, thus the improved accuracies are achieved only
at the fusion times at the FC. The second configura-
tion is the T2TFwoM with partial information feedback
(T2TFwoMpf) which belongs to the Type IIb configu-
ration in [6]. In this case, as shown in Fig. 1(b), track 1
is fused with track 2 and continues with the fused track
(feedback) from the FC. However, track 2 does not re-
ceive the fused track in view of the partial information
feedback. The third configuration is the T2TFwoM with
full information feedback (T2TFwoMff), which also be-
longs to the Type IIb configuration in [6]. As shown in
Fig. 1(c), both local trackers receive and continue with
the fused track.
As shown in this paper T2TFwoM has a degradation

in fusion accuracy compared to the CMF, and informa-
tion feedback has a negative impact on the fusion accu-
racy of T2TFwoM. However the degradation in fusion
accuracy of T2TwoM can be recovered by using also the
track estimates from the previous fusion. Accordingly,

1The actual reason that T2TFwoMnf is (slightly) inferior to IMF op-
erating at full rate (when it is algebraically equivalent to CMF, see [6]
Section 8.6) is the lack of memory of T2TwoMnf. This is discussed
in detail in Section 2.4 and Section 3.4.

Fig. 1. Information configurations for T2TFwoM (horizontal axis
is time). (a) T2TFwoM with no feedback. (b) T2TFwoM with partial
feedback (Fusion Center to Tracker 1). (c) T2TFwoM with full

feedback (Fusion Center to Tracker 1 and Tracker 2).

the algorithms for T2TFwM are derived for configura-
tions with no, partial and full information feedback. It
is shown that, when operating at full rate, T2TFwM is
equivalent to the CMF (which is the global optimum) re-
gardless of information feedback. However, at reduced
rate, a certain amount of loss in fusion accuracy is un-
avoidable, and in contrast to the case of T2TFwoM,
information feedback improves the fusion accuracy of
T2TFwM. Furthermore, unlike the IMF, the T2TFwM
algorithms derived in this paper are optimal at any rate.
As pointed out in [8], the major difficulty for the

practical implementation of the optimal T2TF algorithm
is that it requires all the local filter gains and observation
matrices since the last fusion. In nonlinear distributed
tracking systems, the local information is not directly
available at the FC. In view of this, we propose an ap-
proximate implementation of the T2TF algorithms. It is
based on the idea of reconstructing local information
at the FC with minimum amount of information from
the local trackers, which has much less communication
requirements than the transmission of those local matri-
ces [12]. Simulation results show that this approximate
implementation is consistent and has practically no loss
in accuracy due to the approximation.
Studies on the problem of track-to-track association

(T2TA) can be found in [4, 24], in which the tests for
T2TA are made based on a single frame of data. In
[16], it is claimed that the test based on an average of
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TABLE I
List of Acronyms

CMF Centralized Measurement Fusion configuration IV
IMF Information Matrix Fusion special configuration IIM

T2TF Track-to-Track Fusion
T2TFwoM Track-to-Track Fusion without memory configuration II
T2TFwoMnf T2TFwoM with no information feedback configuration IInf
T2TFwoMpf T2TFwoM with partial information feedback configuration IIpf
T2TFwoMff T2TFwoM with full information feedback configuration IIff
T2TFwM Track-to-Track Fusion with memory configuration IIM

T2TFwMnf T2TFwM with no information feedback configuration IIMnf
T2TFwMpf T2TFwM with partial information feedback configuration IIMpf
T2TFwMff T2TFwM with full information feedback configuration IIMff

the single time tests within a time window has improved
performance over the single time test. However, this
conclusion was drawn ignoring the state errors’ cross-
correlation in time [7]. In this paper the chi-square based
sliding window test for T2TA, which uses track estimates
within a time window, is derived. It accounts exactly for
all the crosscovariances among the track estimates and
yields false alarm rates that match the theoretical values.
To evaluate the test power when using more data frames
(longer window), a comparison between the single time
test and the sliding window test is performed. Coun-
terintuitively, it is shown that the belief “the longer the
window, the more the power” is not necessarily correct.
This is because the power of the test depends on both the
noncentrality parameter and the degrees of freedom of
the (chi-square) test statistic. When the multiple frames
of data selected for T2TA are strongly correlated, which
happens for motion with low process noises (because
the filter has “longer memory” in this case), the gain in
the noncentrality parameter by using more data frames
is too small to overcome the negative impact of the in-
creased degrees of freedom on the power of the test.
Thus, the sliding window test may be counterproductive
and has lower power than the single time test.
All the results presented are optimal under the LG

assumption.2 The paper is organized as follows. Sec-
tion 2 discusses the algorithms for T2TFwoM with no,
partial and full information feedback. Section 3 derives
the algorithms for T2TFwM with no, partial and full
information feedback and shows the impact of informa-
tion feedback on T2TFwM. In Section 4, the approx-
imate implementation of the T2TF algorithms is pro-
posed and evaluated in a tracking scenario with a non-
linear measurement model. The problem of T2TA test is
investigated in Section 5, where the sliding window test
is derived and compared with the single time test. Sec-
tion 6 summarizes the paper with conclusions. For the
convenience of readers, Table I lists the acronyms used
in this paper and extends the configurations discussed
in [6].

2. TRACK-TO-TRACK FUSION WITHOUT MEMORY
(T2TFwoM) AT AN ARBITRARY RATE

2In the case of fusion the algorithms presented constitute the LMMSE
fuser, also called BLUE in, e.g., [18].

This section investigates the algorithms of
T2TFwoM (configuration II [6]) at an arbitrary rate.
Section 2.1 formulates the problem. In Section 2.2
the T2TFwoM algorithms are presented for informa-
tion configurations: with no, partial and full information
feedback. Section 2.3 presents the simulation results
that compare the fusion accuracies of T2TFwoMnf,
T2TFwoMpf, T2TFwoMff and CMF. This leads to the
observation that, in T2TFwoM, information feedback
will cause a degradation of the fusion accuracy. This
phenomenon is further explained in Section 2.4.

2.1. Problem Formulation: T2TFwoM

Consider the basic scenario with two local track-
ers (designated as 1 and 2) at different locations. Each
tracker obtains measurements with its local sensor and
maintains local tracks of the targets. For the sake of
simplicity, it is assumed that the system operates in a
synchronous fashion, where all the trackers obtain mea-
surements and do local track updates simultaneously
with sampling interval T. Communication links, which
have no delay in time, are available between the FC and
the local trackers. Each local tracker is allowed to com-
municate with the FC once in a while, sending its tracks
to the FC and possibly receiving the fused tracks (when
there is information feedback). At the FC, the fusion of
the tracks of a target from trackers 1 and 2 is formulated
as follows.3 Let x̂1(k j k), P1(k j k) and x̂2(k j k), P2(k j k)
represent the two local tracks at the fusion time. As-
suming the crosscovariance of the two tracks P12(k j k)
is available at the FC, T2TFwoM should be performed,
so that

[x̂c(k j k),Pc(k j k)]
= f[x̂1(k j k),P1(k j k), x̂2(k j k),P2(k j k),P12(k j k)]

(1)

where x̂c(k j k) and Pc(k j k) represent the fused track. Af-
ter the fusion, the local tracks and their crosscovariance
should also be updated to x̂¤1(k j k), P¤1 (k j k), x̂¤2(k j k),

3Association (see [6] Section 8.4) is assumed to have been already
performed.
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P¤2 (k j k) and P¤12(k j k) according to the information con-
figuration of the fusion (possible feedback from the FC).
Throughout the paper, superscript “¤” is used to indi-
cate post-fusion tracks. Note that (1) implies that only
the local track estimates at the fusion time are used for
T2TFwoM, i.e., this is a fuser without memory of fused
and local track estimates from the previous fusion time.4

2.2. The Algorithms for T2TFwoM

If the local tracks x̂1(k j k), P1(k j k), x̂2(k j k), P2(k j k)
and their crosscovariance P12(k j k) are available at the
FC, the optimal5 T2TFwoM can be done according to
Eqs. (8.4.4-4)—(8.4.4-5) in [6], namely,

x̂c(k j k) = x̂1(k j k) + [P1(k j k)¡P12(k j k)]
¢ [P1(k j k) +P2(k j k)¡P12(k j k)¡P21(k j k)]¡1

¢ [x̂2(k j k)¡ x̂1(k j k)]
= x̂1(k j k) +K12(k)[x̂2(k j k)¡ x̂1(k j k)] (2)

Pc(k j k) = P1(k j k)¡ [P1(k j k)¡P12(k j k)]
¢ [P1(k j k) +P2(k j k)¡P12(k j k)¡P21(k j k)]¡1

¢ [P1(k j k)¡P21(k j k)] (3)

where

P12(k j k) = P21(k j k)0 =Cov[x̃1(k j k), x̃2(k j k)]: (4)
To calculate P12(k j k), suppose the previous fusion was
performed at discretized time l, after which one has the
errors

x̃¤1(l j l) = x̂¤1(l j l)¡ x(l) (5)

x̃¤2(l j l) = x̂¤2(l j l)¡ x(l) (6)

where x(l) denotes the true state of the target at l. Let

P¤1 (l j l) = Cov[x̃¤1(l j l), x̃¤1(l j l)] (7)

P¤2 (l j l) = Cov[x̃¤2(l j l), x̃¤2(l j l)] (8)

P¤12(l j l) = Cov[x̃¤1(l j l), x̃¤2(l j l)]: (9)

From Eq. (8.4.2-2) in [6], one has

x̃s(l+1 j l+1) = [I¡Ks(l+1)Hs(l+1)]F(l)x̃s(l j l)
¡ [I¡Ks(l+1)Hs(l+1)]v(l)
+Ks(l+1)ws(l+1) s= 1,2:

(10)

4A fuser with memory (of the previous track estimates) uses the track
estimates from the previous fusion time, which, as shown in Sec-
tion 3.4, improves fusion accuracy.
5MMSE if all the estimation errors are Gaussian and LMMSE other-
wise [7].

Using (10) recursively for both the cental and local
tracks from discrete time l to k, it follows that

x̃s(k j k) =We
s (k, l)x̃

¤
s (l j l) +

kX
i=l+1

Wv
s (k, i¡ 1)v(i¡ 1)

+
kX

i=l+1

Ww
s (k, i)ws(i), s= 1,2 (11)

where the weights are defined as

We
s (k, l) =

k¡l¡1Y
i=0

[I¡Ks(k¡ i)Hs(k¡ i)]F(k¡ i¡ 1)

(12)
Wv
s (k, i¡ 1)

=¡
8<
:
k¡i¡1Y
j=0

[I¡Ks(k¡ j)Hs(k¡ j)]F(k¡ j¡ 1)
9=
;

¢ [I¡Ks(i)Hs(i)] (13)

and

Ww
s (k, i)

=

8<
:
k¡i¡1Y
j=0

[I¡Ks(k¡ j)Hs(k¡ j)]F(k¡ j¡1)
9=
;Ks(i)
(14)

in which Ks(i), i= l+1, : : : ,k are the Kalman filter
gains and Hs(i) are the observation matrices at local
tracker s and F(i¡ 1) are the state transition matrices.
Eq. (11) is the expression of the errors of the tracks
from Kalman filters as weighted sums of the previous
error at a certain point and the intervening process and
measurement noises. The significance of this expression
is that it shows explicitly all the sources of uncertainty
and provides the general tool for the derivations of the
T2TF and T2TA algorithms in the absence or presence
of memory and feedback.
From (11) and the whiteness assumption of the mea-

surement noises and the process noises, the crossco-
variance P12(k j k), required by the T2TFwoM given in
(2)—(3), can be calculated as

P12(k j k) =We
1 (k, l)P

¤
12(l j l)We

2 (k, l)
0

+
kX

i=l+1

Wv
1 (k, i¡1)Q(i¡ 1)Wv

2 (k, i¡1)0

(15)

where Q(i) is the covariance of the process noises at
time i. Similarly to (11), the error of the fused track (2)
can be expressed as

x̃c(k j k) = x̃1(k j k)+K12(k)[x̃2(k j k)¡ x̃1(k j k)]
= [I¡K12(k)]x̃1(k j k) +K12(k j k)x̃2(k j k):

(16)
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After the fusion, local tracks 1 and 2 and their crossco-
variance should be updated according to the information
configuration.
In configuration T2TFwoMnf (see Fig. 1(a)), one

has
x̂¤1(k j k) = x̂1(k j k) (17)

P¤1 (k j k) = P1(k j k) (18)

x̂¤2(k j k) = x̂2(k j k) (19)

P¤2 (k j k) = P2(k j k) (20)

P¤12(k j k) = P12(k j k) (21)

where P12(k j k) is given in (15).
In configuration T2TFwoMpf (see Fig. 1(b))

x̂¤1(k j k) = x̂c(k j k) (22)

P¤1 (k j k) = Pc(k j k) (23)

x̂¤2(k j k) = x̂2(k j k) (24)

P¤2 (k j k) = P2(k j k) (25)

and according to (16)

P¤12(k j k) = [I¡K12(k)]P12(k j k) +K12(k)P2(k j k):
(26)

In configuration T2TFwoMff (see Fig. 1(c))

x̂¤2(k j k) = x̂¤1(k j k) = x̂c(k j k) (27)

P¤2 (k j k) = P¤1 (k j k) = Pc(k j k) (28)

P¤12(k j k) = Pc(k j k): (29)

The algorithm of T2TFwoM is summarized as fol-
lows:

² At the FC, the local tracks are fused according to
(2)—(3).

² The fusion can be done exactly, if the following data
are available:
(i) The local tracks to be fused: x̂1(k j k), P1(k j k) and
x̂2(k j k), P2(k j k)
(ii) The covariances and crosscovariance from the
previous fusion at time l: P¤1 (l j l), P¤2 (l j l), P¤12(l j
l) (see (7)—(8))–needed for the calculation of the
current crosscovariance.
(iii) The local weights (12)—(13).

² Depending on the information configuration, the local
tracks are updated accordingly using (17)—(21) for
T2TFwoMnf, or (22)—(26) for T2TFwoMpf, or (27)—
(29) for T2TFwoMff.

The algorithm of T2TFwoM has no theoretical limit on
the number of the local trackers. Only the crosscovari-
ances among all the tracks of the same target need to be
properly calculated. See [11] for the n-sensors version
of the fusion equations (2)—(3). The use of the results
from [11] in the general case requires Eqs. (11)—(13)
for each sensor.

TABLE II
Fuser Variances (at fusion times) in Steady State

(fusion interval: 5 s)

FC Track at Fusion Time
Fusion Type

Pos Vel

T2TFwoMff 133 6.29
T2TFwoMpf 131 6.30
T2TFwoMnf 125 6.30

CMF 119 6.03

2.3. Comparison of the T2TFwoM Algorithms and the
CMF

The algorithms for T2TFwoM are evaluated first in
the following tracking scenario. The target state is de-
fined as [x _x]0. The target motion is modeled as the
discrete white noise acceleration (DWNA) model in [7],
Section 6.3.2. It is assumed that two sensors obtain posi-
tion measurements of the target with a sampling interval
of T = 1 s. The standard deviation of the measurement
noise is ¾w = 30 m and the process noise variance is
q= 1 m2=s4. T2TFwoM takes place every 5 s, i.e., at a
reduced rate.
All the fusers are consistent in the simulations (their

covariance calculations are exact). In view of the consis-
tency, the performance comparison can be made using
the calculated covariances. Table II shows the steady
state variances of position and velocity at the FC. All
the fused tracks are more accurate than the single-sensor
(local) tracks without fusion, which have steady state
variances as 205 in position and 7.26 in velocity. Note
that at the fusion time the position estimates of all
the fused tracks have a small degradation compared to
the CMF: 5% for T2TFwoMnf, 10% for T2TFwoMpf,
12% for T2TFwoMff. This shows that T2TFwoM has
a degradation in fusion accuracy compared to the CMF
and the degradation increases in the presence of infor-
mation feedback. This apparently counterintuitive result
is further discussed in the next subsection.

2.4. The Impact of Information Feedback on
T2TFwoM

To show the impact of information feedback on
T2TFwoM, consider the following two-step scalar es-
timation problem. At time 0, two local estimators have
independent prior information: x̄1 »N(x(0),P1) at esti-
mator 1 and x̄2 »N(x(0),P2) at estimator 2. At time 1,
x(1) = x(0)+ v1 where the process noise v1 »N(0,Q).
The estimators have independent measurements of the
state: z1 = x(1)+w1 (w1 »N(0,R1)) at estimator 1 and
z2 = x(1)+w2 (w2 »N(0,R2)) at estimator 2. The errors
in the prior information, the process noise and the mea-
surement noises are all independent. For the sake of sim-
plicity it is assumed that P1 = P2 = R1 = R2 = 1 and Q =
1=2. Consider the fusion at time 1 and the fuser uses
only the track estimates at time 1, namely T2TFwoM.
Fig. 2 shows the information flow of the centralized
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Fig. 2. Information flow (CMF and T2TFwoM). (a) CMF
(configuration IV). (b) T2TFwoMff (configuration IIff).

(c) T2TFwoMnf (configuration IInf).

measurement fusion (CMF), T2TFwoM with full in-
formation feedback (T2TFwoMff) and T2TFwoM with
no information feedback (T2TFwoMnf). Note that in
T2TFwoMff the information feedback (sharing) occurs
at time 0 in this example.
Using CMF (Configuration IV in Section 8.2.5 of

[6]), one has

x̂CMF(1 j 1) = 1
6 x̄1 +

1
6 x̄2 +

1
3 z1 +

1
3 z2 (30)

with error (using the weighted sum form)

x̃CMF(1 j 1) = 1
6 x̃1 +

1
6 x̃2¡ 1

3v1 +
1
3w1 +

1
3w2 (31)

where x̃1 and x̃2 denote the errors of x̄1 and x̄2. It is easy
to calculate the covariance

Cov[x̂CMF(1 j 1)] = 1
3 : (32)

In T2TFwoMff,6 one has

x̂ff(1 j 1) = 1
4 x̄1 +

1
4 x̄2 +

1
4 z1 +

1
4 z2 (33)

with error

x̃ff(1 j 1) = 1
4 x̃1 +

1
4 x̃2¡ 1

2v1 +
1
4w1 +

1
4w2 (34)

6Note that, following Section 8.2.3 of [6], Configuration IIb does not
have a memory of past estimates at the FC. It is T2TFwoM.

and
Cov[x̂ff(1 j 1)] = 3

8 : (35)

In T2TFwoMnf (Configuration IIa in Section 8.2.3
[6]), it follows that

x̂nf(1 j 1) = 1
5 x̄1 +

1
5 x̄2 +

3
10 z1 +

3
10 z2 (36)

with error

x̃nf(1 j 1) = 1
5 x̃1 +

1
5 x̃2¡ 2

5v1 +
3
10w1 +

3
10w2 (37)

and
Cov[x̂nf(1 j 1)] = 17

50 : (38)

Then one has

Cov[x̂CMF(1 j 1)]< Cov[x̂nf(1 j 1)]< Cov[x̂ff(1 j 1)]:
(39)

There are losses in accuracy in T2TFwoMff and
T2TFwoMnf compared to the CMF, although they are
relatively small, due to the large process noise in the
example. Comparing (31), (34) and (37), it can be
seen that the weights of the measurements are lower
in T2TFwoMnf than in the CMF. They become even
lower in T2TFwoMff due to the information feedback,
which leads to the further loss in fusion accuracy.

3. THE ALGORITHMS FOR T2TFwM AT AN
ARBITRARY RATE

The results in Section 2.4 show that, at full rate,
T2TFwoM is less accurate than the CMF and informa-
tion feedback is detrimental to T2TFwoM. However, the
IMF is equivalent to the CMF when operating at full
rate [13]. In this case, T2TFwoM is inferior to the IMF.
This is because T2TFwoM uses only local estimates at
the fusion time, which contain most but not all of the
information for T2TF. In contrast, the IMF belongs to
the class of T2TFwM. However, at reduced rate, the
IMF algorithm is not optimal anymore.
To account for the information from the fused and

local track estimates from the previous fusion time,7 the
algorithm for T2TFwM at an arbitrary rate is derived
in the next three subsections for configurations with
no, partial and full information feedback, designated as
T2TFwMnf, T2TFwMpf and T2TFwMff respectively.
Fig. 3 shows the information flow of the three configu-
rations.

3.1. The Algorithm for T2TFwMnf

As shown in Fig. 3(a), for T2TFwMnf, at fusion
time k, the track estimates to be fused are local track

7This implies one-step memory. In fact, there is no need for more,
since one-step memory summarizes, under the LG (or LMMSE) as-
sumptions, all the information from the previous track estimates. This
is confirmed by the simulation results in Section 3.4, which show that,
at full rate, T2TFwM (using one-step memory) yields the globally op-
timal fusion results.
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Fig. 3. Information flow: T2TFwM at an arbitrary rate. (a) T2TFwM with no information feedback (one cycle: from fusion time l to
the next fusion time k). (b) T2TFwM with partial information feedback (one cycle: from fusion time l to the next fusion time k).

(c) T2TFwM with full information feedback (one cycle: form fusion time l to the next fusion time k).

estimates x̂1(k j k), x̂2(k j k) and the predicted track es-
timates x̂1(k j l), x̂2(k j l) and x̂c(k j l) from the previous
fusion, where subscript “c” indicates the (fused) track
at the FC. Stacking the estimates and the predicted es-
timates as a vector, one has

¹= [x̂1(k j k) x̂2(k j k) x̂c(k j l) x̂1(k j l) x̂2(k j l)]0:
(40)

The fusion of these track estimates requires the covari-
ance of ¹, denoted as Cov(¹). To obtain this covariance,
a slight modification of (11) gives

x̃s(k j l) =We
0 (k, l)x̃

¤
s (l j l)+

kX
i=l+1

Wv
0 (k, i¡ 1)v(i¡ 1)

(41)
where s= 1,2,c and

We
0 (k, l) =

k¡l¡1Y
i=0

F(k¡ i¡ 1) (42)

Wv
0 (k, i¡1) =¡

k¡i¡1Y
j=0

F(k¡ j¡1) (43)

which are obtained by substituting the filter gains Ks(i)
in (12) and (13) by zero matrices, since the filter gains
are zero in the predicted track estimates. From (12),
(13), (42) and (43), Cov(¹) can be easily calculated with
linear algebra.

For T2TFwMnf, define the following difference ma-
trix

M =

2
6664
I 0 ¡I 0 0

0 I ¡I 0 0

0 0 ¡I I 0

0 0 ¡I 0 I

3
7775 (44)

where I denotes identity matrix of appropriate dimen-
sion, such that

º =

2
666664
x̂1(k j k)¡ x̂c(k j l)
x̂2(k j k)¡ x̂c(k j l)
x̂1(k j l)¡ x̂c(k j l)
x̂2(k j l)¡ x̂c(k j l)

3
777775=M¹: (45)

Using the standard MMSE estimator from [7], the fused
estimate is given by

x̂c(k j k) = x̂c(k j l) +Cov[x(k),º]Cov(º)¡1º (46)

where x(k) is the true state of the target at time k, and

Cov[x(k),º] =¡[Cov(¹)](3,:)M 0 (47)

Cov(º) =MCov(¹)M 0 (48)

where [Cov(¹)](i,:) denotes the ith row of matrix Cov(¹).
In (46) x̂c(k j l) plays the role of the prior at the FC and
the other elements of ¹ play the role of the observations.
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From (45)—(48), the fused estimate is

x̂c(k j k) = x̂c(k j l)¡ [Cov(¹)](3,:)M 0(MCov(¹)M 0)¡1M¹

= x̂c(k j l) +K¹¹ (49)
where

K¹
¢
=¡[Cov(¹)](3,:)M 0(MCov(¹)M 0)¡1M: (50)

The fused covariance is

Pc(k j k) = Pc(k j l)¡Cov[x(k),º]Cov(º)¡1Cov[x(k),º]0

= Pc(k j l)¡ [Cov(¹)](3,:)M 0(MCov(¹)M 0)¡1M

¢ [[Cov(¹)](3,:)]0

= Pc(k j l) +K¹[[Cov(¹)](3,:)]0: (51)

For T2TFwMnf the crosscovariances between the fused
track and the tracks from trackers 1 and 2 can be
obtained from (49) as

P1c(k j k)
¢
=Cov[x̂1(k j k), x̂c(k j k)]

= [Cov(¹)](1,3) + [Cov(¹)](1,:)K
0
¹ (52)

P2c(k j k)
¢
=Cov[x̂2(k j k), x̂c(k j k)]

= [Cov(¹)](2,3) + [Cov(¹)](2,:)K
0
¹ (53)

where [Cov(¹)](i,j) is element (i,j) of Cov(¹).
Since there is no information feedback, both local

tracks are not changed after the fusion is performed at
the FC. One has

x̂¤1(k j k) = x̂1(k j k) (54)

P¤1 (k j k) = P1(k j k) (55)

x̂¤2(k j k) = x̂2(k j k) (56)

P¤2 (k j k) = P2(k j k) (57)

P¤12(k j k) = P12(k j k) (58)

P¤1c(k j k) = P1c(k j k) (59)

P¤2c(k j k) = P2c(k j k): (60)

3.2. The Algorithm for T2TFwMpf

Unlike T2TFwMnf, in T2TFwMpf, one has
x̂1(k j l) = x̂c(k j l). Consequently, the elements x̂1(k j l)
in (40) should be removed. In this case, redefine ¹ in
(40) and M in (44) as

¹= [x̂1(k j k) x̂2(k j k) x̂c(k j l) x̂2(k j l)]0 (61)
and

M
¢
=

2
64
I 0 ¡I 0

0 I ¡I 0

0 0 ¡I I

3
75 : (62)

It follows that

º =

2
64
x̂1(k j k)¡ x̂c(k j l)
x̂2(k j k)¡ x̂c(k j l)
x̂2(k j l)¡ x̂c(k j l)

3
75=M¹: (63)

Then, similarly to T2TFwMnf, the fused estimate
x̂c(k j k) is obtained using (49) and the fused covariance
Pc(k j k) follows from (51) using the modified definitions
(61) and (62).
After the fusion, the local tracks and the track cross-

covariances are updated as follows

x̂¤1(k j k) = x̂c(k j k) (feedback) (64)

P¤1 (k j k) = Pc(k j k) (feedback) (65)

P¤1c(k j k) = Pc(k j k) (feedback) (66)

x̂¤2(k j k) = x̂2(k j k) (no feedback) (67)

P¤2 (k j k) = P2(k j k) (no feedback) (68)

P¤12(k j k) = P2c(k j k)0 (69)

P¤2c(k j k) = P2c(k j k) (70)

where P2c(k j k) is given by (53) using the modified
definitions (61) and (62).

3.3. The Algorithm for T2TFwMff

In contrast to T2TFwMnf, in T2TFwMff, one has
x̂1(k j l) = x̂2(k j l) = x̂c(k j l). Consequently, the elements
x̂1(k j l) and x̂2(k j l) in (40) should be removed. In this
case, redefine ¹ in (40) and M in (44) as

¹= [x̂1(k j k) x̂2(k j k) x̂c(k j l)]0 (71)

and

M =
·
I 0 ¡I
0 I ¡I

¸
: (72)

It follows that

º =
·
x̂1(k j k)¡ x̂c(k j l)
x̂2(k j k)¡ x̂c(k j l)

¸
=M¹: (73)

Then, similarly to T2TFwMnf, the fused estimate is
obtained using (49) and the fused covariance follows
from (51) using the modified definitions (71) and (72).
Due to full information feedback, the local tracks

and the track crosscovariances are updated as

x̂¤1(k j k) = x̂c(k j k) (feedback) (74)

P¤1 (k j k) = Pc(k j k) (feedback) (75)

P¤1c(k j k) = Pc(k j k) (feedback) (76)

x̂¤2(k j k) = x̂c(k j k) (feedback) (77)

P¤2 (k j k) = P2(k j k) (feedback) (78)

P¤12(k j k) = P¤2c(k j k) = Pc(k j k) (feedback): (79)

Note that in T2TFwMff the crosscovariances be-
tween the fused track and the local tracks after the infor-
mation feedback are the same with the fused covariance
(51). This is different from the updated crosscovariances
in T2TFwMnf, i.e., (59) and (60).
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TABLE III
Fuser and Tracker 1 Calculated Variances at Fusion Times for Nf = 1 (full rate), q= 0:3, R1 = R2 = 1

Time 1 2 3 4 5 6

T2TFwMnf Tracker 1 1.0000 0.5652 0.4639 0.4331 0.4230 0.4196
Fuser 0.5000 0.3077 0.2743 0.2673 0.2658 0.2654

T2TFwMpf Fuser 0.5000 0.3077 0.2743 0.2673 0.2658 0.2654

T2TFwMff Fuser 0.5000 0.3077 0.2743 0.2673 0.2658 0.2654

CMF 0.5000 0.3077 0.2743 0.2673 0.2658 0.2654

TABLE IV
Fuser and Tracker 1 Calculated Variances at Fusion Times for Nf = 3 (reduced rate), q= 0:3, R1 = R2 = 1

Time 1 3 6 9 12 15

T2TFwMnf Tracker1 1.0000 0.4639 0.4196 0.4180 0.4179 0.4179
Fuser 0.5000 0.2772 0.2698 0.2694 0.2694 0.2694

T2TFwMpf Fuser 0.5000 0.2763 0.2690 0.2688 0.2688 0.2688

T2TFwMff Fuser 0.5000 0.2755 0.2683 0.2682 0.2682 0.2682

CMF 0.5000 0.2743 0.2654 0.2653 0.2653 0.2653

3.4. Performance Comparison: T2TFwMnf vs.
T2TFwMff and CMF

To evaluate the performance of the optimal T2TF
with memory (T2TFwM) at an arbitrary rate, consider
the following tracking scenario. The state of the target
(taken as a scalar for simplicity) evolves according
to

x(k) = x(k¡ 1)+ v(k), k = 2,3, : : : (80)

where v(k) is the process noise with variance q.
There are two trackers, 1 and 2, taking measure-

ments of the target with measurement noises w1 and
w2, namely,

zi(k) = x(k) +wi(k), i= 1,2 (81)

where wi(k) are zero-mean Gaussian noises with vari-
ance Ri. The two trackers calculate tracks of the tar-
get with their own measurements using a Kalman filter.
Each local track is initialized at time 1 with the first
local measurement. The first T2TF happens at time 1.
Then T2TFwM occurs every Nf sampling times.
Table III shows the fuser- and tracker-calculated

variances of the errors of the track estimates when the
fuser is operating at full rate. It can be seen that, at full
rate, the fuser with memory (with no, partial and full
information feedback) is equivalent to the CMF.
Table IV shows the fuser- and tracker-calculated

variances when the fuser (with memory) is operating
at reduced rate. In this case, T2TFwM, with or without
information feedback, has a small loss in fusion accu-
racy compared to the CMF. This is because, in T2TF,
information from the common process noises and the
common prior information (due to information feed-
back) appears simultaneously in different local tracks,

which causes their weights (and, consequently, also the
weights of the new measurements) in the fused track
to deviate from the global optimum. This is similar to
the T2TFwoM example discussed in Section 2.4. When
T2TFwM is done at full rate, these deviations are fully
corrected by fusing the previous track estimates (see [6],
Section 8.6). However, at a lower rate, the deviations can
not be fully corrected, thus, a certain amount of degra-
dation in fusion accuracy is unavoidable. Also note
that, in contrast to the case of T2TFwoM, T2TFwMff
is more accurate than T2TFwMpf and T2TFwMnf,
namely information feedback improves fusion accuracy
in T2TFwM (as expected). While it is too involved to
provide a theoretical proof of this result, simulations in
different settings confirm this.
Another fusion algorithm that also uses the previous

track estimates (i.e., it has memory) is the IMF [13, 25].
When operating at full rate, the IMF is algebraically
equivalent to the CMF (see [6], Section 8.6) and also to
the algorithms for T2TFwM presented in this section.
However, at a lower rate, the IMF is not an optimal
algorithm. As reported in [10], this may even lead to
divergence. In contrast, the algorithms for T2TFwMnf,
T2TFwMpf and T2TFwMff are optimal at any rate.

3.5. Summary of the Various T2TF Configurations

To summarize the discussion in Section 2 and Sec-
tion 3:

² For T2TFwoM (which uses only the track estimates
at the fusion time), information feedback will cause a
degradation in fusion accuracy (see Section 2.4). This
is because the local trackers use locally optimal but
globally suboptimal filter gains, which leads to lower
gains for the new measurements in the fused track.
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TABLE V
Data Required from Local Tracker 2 for each Fusion with Fusion Interval of M

Data Required The Total Amounts (bits)

Exact algorithm We
2 (k, l), W

v
2 (k, i¡ 1), x̂2, P2 [(M +1)n2x + nx+0:5(nx+1)nx]nacc

Approximate Measurement time stamps, MnT +[nx+0:5(nx+1)nx]nacc
algorithm x̂2, P2

nacc: The number of the bits for each element in the state and covariance (accuracy)
nx: Dimension of the state nT: The number of bits for each measurement time stamp

Information feedback will lower the gains further, and
cause more degradation in fusion accuracy.

² The algorithms for T2TFwM (which uses also the
track estimates from the previous fusion) at an ar-
bitrary rate for different information configurations
(with and without information feedback) are de-
rived for the first time. When operating at full
rate, T2TFwM, with no, partial or full information
feedback, is equivalent to the CMF (global opti-
mum). When operating at a reduced rate, T2TFwMnf,
T2TFwMpf and T2TFwMff all have a small degrada-
tion in fusion accuracy compared to the CMF. How-
ever, unlike the case of T2TFwoM, the degradation
is smaller for T2TFwMff than for T2TFwMpf and
T2TFwMnf. Namely information feedback improves
fusion accuracy in T2TFwM.

4. THE APPROXIMATE IMPLEMENTATION OF THE
T2TF ALGORITHMS

The T2TF algorithms at an arbitrary rate require the
local weight matrices (12)—(13) at the FC. However,
transmission of these matrices might not be affordable
in practical distributed tracking systems due to limit in
communication capacity. The idea of the approximate
implementation is to approximately reconstruct the local
information required by the T2TF algorithms at the FC
using a minimum amount of information from the local
trackers. Section 4.1 presents the approximate imple-
mentation which has significantly lower communication
requirements than the original algorithms. Simulation
results in Section 4.2 show that this implementation is
consistent and has practically no loss in the fusion ac-
curacy due to the approximation.

4.1. The Approximate Algorithm

Note that the local weighting matrices (12)—(13) are
functions of F(i¡ 1), Hs(i), Ks(i), i= l+1, : : : ,k. At the
FC, if estimates of the target positions (i.e., an approx-
imate trajectory of the target) are available, using also
the locations of the local sensors and the times when
the local measurements are taken, the observation ma-
trices used by the local tracker and the related track
updates can be approximately reconstructed, yielding
H̄s(i), K̄s(i), i= l+1, : : : ,k. Note that these reconstruc-
tions do not need the actual measurements due to the

nature of the Kalman filter that the covariance updates
do not depend on the actual measurements. Thus the
approximate evaluation of (12)—(13) is given by8

W̄e
s (k, l) =

k¡l¡1Y
i=0

[I¡ K̄s(k¡ i)H̄s(k¡ i)]F(k¡ i¡ 1) (82)

W̄v
s (k, i¡ 1) =¡

(
k¡i¡1Y
j=0

[I¡ K̄s(k¡ j)H̄s(k¡ j)]F(k¡ j¡ 1)
)

¢ [I¡ K̄s(i)H̄s(i)] (83)

where overbar denotes the approximate values. For
T2TF, (15) can be approximated by

P̄12(k j k) = W̄e
1 (k, l)P

¤
12(l j l)W̄e

2 (k, l)
0

+
kX

i=l+1

W̄v
1 (k, i¡ 1)Q(i¡ 1)W̄v

2 (k, i¡1)0:

(84)

Thus, to approximately calculate the local weights
(12)—(13) required in the T2TF algorithms, the FC
needs to know the following: (i) the locations of the
local sensors, (ii) the time when the local measurements
are obtained (considering the possibility of missed de-
tections in practical systems) and (iii) an approximate
trajectory of the target. Note that, at the FC, (iii) is avail-
able when there is a tracker running at the FC or it can
be obtained by interpolation between the track estimates
at the fusion times. Although extra computations are re-
quired at the FC to obtain the approximate weights at
the local trackers, these computations are affordable due
to the simplicity of the expressions involved. A brief
analysis of the savings in communication is given be-
low.
In distributed tracking systems with sensors at fixed

locations, there is no need to transmit the locations. As-
sume further that tracker 1 is collocated with the FC
and, thus, the approximate track trajectory can be ob-
tained from its track estimates. Table V compares the
amount of data that needs to be transmitted from lo-
cal tracker 2 to the FC in the exact algorithm and in

8If the measurements are linear (as in [18]) there is no need for this
approximation. In the problem considered later, the measurements are
nonlinear (range and azimuth); consequently, this approximation will
be needed.
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Fig. 4. Filter consistency test: NEES (T2TFwoMff).

the approximate implementation. Given that transmis-
sion of measurement time stamps is much less expen-
sive than transmission of the local weights, namely,
(M +1)n2xnaccÀMnT, the savings in communication
using the approximate algorithm is significant.

4.2. Simulation Results

The approximate implementation of the T2TF al-
gorithms is tested in a 2-D multisensor tracking sce-
nario, in which one target is tracked by two trackers.
The target motion is modeled as a DWNA process [7]
with process noise variance q. The target state is defined
as x= [» _» ³ _³]0. Tracker 1 is located at [0 0] m and
tracker 2 is at [0 10000] m. The local sensors (radars)
obtain position measurements of the target in their polar
coordinates, namely, range and azimuth, every T = 1 s.
The filter used by the trackers is the converted mea-
surement Kalman filter (CMKF) [7]. It is assumed that
tracker 1 is collocated with the FC, i.e., the FC has ac-
cess to the estimates of tracker 1, and tracker 2 sends
its track (x̂2(k j k), P2(k j k)) to the FC every 10 sampling
intervals. The simulation results are obtained from 100
Monte-Carlo (MC) runs.

4.2.1. T2TFwoM with full Information Feedback
(T2TFwoMff)

Figs. 4—5 show the performance of the approxi-
mate implementation in the case of T2TFwoMff. As
shown in Fig. 4, the fused tracks are always consis-
tent (the normalized estimation error squared (NEES))
are in their 95% probability region [3:46 4:69]). In
Fig. 5, significant improvement in track accuracies
from both trackers is observed at the fusion times
k = 10,20, : : : ,100. The results of the CMF are also
presented as the bound of the tracking performance.
The root mean square (RMS) position errors indicate
that the fused track practically meets the performance
bound of the CMF at the fusion times. Between the

Fig. 5. RMS position errors (T2TFwoMff).

fusion times the errors increase because each tracker
is on its own. The loss of accuracy because of the
information feedback in the fused track (discussed in
Section 2.3) becomes insignificant due to the geomet-
ric diversity of the two tracks.9 The results for veloc-
ity are similar. Since the approximate implementation
performs practically as well as the CMF, there is no
need in this case to evaluate the exact algorithm for
T2TFwoMff.

4.2.2. T2TFwoM with Partial Information Feedback
(T2TFwoMpf)

Figs. 6—7 show the performance of the approximate
implementation in the case of T2TFwoMpf for the
same tracking scenario with the following modification:
tracker 2 does not receive the fused track from the FC.
Fig. 6 shows that the fused track is consistent. In terms
of achieved accuracy, it also meets the performance
bound of the CMF at the fusion points.

4.2.3. The Effect of Ignoring the Crosscovariance in
T2TFwoMff

Figs. 8—9 show the statistics from the same track-
ing scenario, but the T2TFwoMff is performed assum-
ing that the two tracks are uncorrelated. The diver-
gence of the filter–very rapid in NEES, slower but
noticeable in RMSE–demonstrates the importance of
taking into account the crosscovariances. This hap-
pens because the excessive optimism (fused covariances
that are too small) due to ignoring the crosscovari-
ances.

9With the two sensors widely separated (10000 m apart in the simula-
tion), and the measurements much more accurate in the range direction
than the crossrange direction, the two tracks are geometrically com-
plementary to each other in the scenario considered. In such cases,
the improvements of accuracy of the fused track are very significant,
and they are less affected by the crosscorrelation between the tracks.
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Fig. 6. Filter consistency test: NEES (T2TFwoMpf).

Fig. 7. RMS position errors (T2TFwoMpf).

5. SLIDING WINDOW TEST FOR T2TA

The chi-square based track-to-track association
(T2TA) test is investigated in this section. Note that the
chi-square based T2TA test is based only on the likeli-
hood function (LF) under H0 (the two tracks belong to
the same target). The optimal (likelihood ratio–LR) test
can not be used for T2TA, since the exact LF under H1
(the two tracks do not belong to the same target) is not
available. Although a diffuse prior may be used to calcu-
late the LF under H1, which leads to a LR test that is the
same as the chi-square based test. The test still has vir-
tually no information about H1.

10 The test can be done
based on a single frame of track estimates, or using track
estimates at multiple times. Conventional belief is that,
given the same false alarm rate, using multiple frames
of data will yield higher power. Accordingly the sliding
window test is proposed in Section 5.1, which is shown

10Also note that the chi-square based test uses only the Gaussian
exponent (This has the disadvantage that large covariance leads to
acceptance but it has low power). The assignment, however, will use
the full LF, i.e., there is penalty for large covariance matrix.

Fig. 8. Filter consistency test: NEES (T2TFwoMff). Ignoring the
crosscovariances in T2TFwoMff leads to divergence.

Fig. 9. RMS position errors (T2TFwoMff).

to yield false alarm rates that match the theoretical val-
ues. Then we compare the power of the sliding window
test to that of the single time test. Counterintuitively,
it is observed that the sliding window test, which uses
more data, does not necessarily have more power than
the single time test. The reason for this phenomenon is
discussed in Section 5.2.

5.1. The Algorithm of the Sliding Window Test for
T2TA

Consider the basic T2TA test of whether two tracks
originated from the same target. For the single time test
at time k, the data includes the tracks x̂1(k j k), P1(k j k)
from tracker 1 and x̂2(k j k), P2(k j k) from tracker 2, as
well as their crosscovariance P12(k j k). Define

¢(k) = x̂1(k j k)¡ x̂2(k j k): (85)

It follows that

P¢(k) = P1(k j k)+P2(k j k)¡P12(k j k)¡P12(k j k)0

(86)
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where P12(k j k) is calculated from (15). The test statistic
is

T(k) =¢(k)0P¢(k)
¡1¢(k) (87)

which, under H0 (the two tracks are for the same target),
is a random variable with a Â2nx distribution (nx is the
dimension of the state). However, for data association at
subsequent times, similar test statistics T(g), g > k, are
correlated with T(k), thus the sum of single time test
statistics (87) within a time window does not have a Â2

distribution [4, 24].11

The sliding window test based on the most recent N
frames of data needs to account for the crosscovariances
among data at different times. Without loss of general-
ity, consider the T2TA that occurs at time tm. Define

¢N(tm) = [¢(tm) ¢(tm¡1) : : :¢(tm¡N+1)]
0 (88)

where subscript N is the window length and ¢(tm), : : : ,
¢(tm¡N+1) are from the N most recent track estimates
received by the FC. The test statistic TN(tm) for this
sliding window of N times is

TN(tm) =¢N(tm)
0Cov[¢N(tm)]

¡1¢N(tm) (89)

which, under H0, has a Â
2 distribution with Nnx degrees

of freedom.
Given Cov[¢N(tm¡1)] from the previous sliding win-

dow, to obtain Cov[¢N(tm)], the new diagonal term

Cov[¢(tm)] = P¢(tm) (90)

is calculated from (86). The new off-diagonal terms are

Cov[¢(tm),¢(ti)]

= Cov[x̃1(tm j tm)¡ x̃2(tm j tm), x̃1(ti j ti)¡ x̃2(ti j ti)]
= Cov[x̃1(tm j tm), x̃1(ti j ti)] +Cov[x̃2(tm j tm), x̃2(ti j ti)]
¡Cov[x̃1(tm j tm), x̃2(ti j ti)]¡Cov[x̃2(tm j tm), x̃1(ti j ti)],

i=m¡N +1, : : : ,m¡ 1: (91)

From (11), it follows that

Cov[¢(tm),¢(ti)] =W
1
e (tm, ti)P1(ti j ti) +W2

e (tm, ti)P2(ti j ti)
¡W1

e (tm, ti)P12(ti j ti)¡W2
e (tm, ti)P21(ti j ti)

(92)

where P1(ti j ti), P2(ti j ti) are from the tracks at time ti
and P12(ti j ti) is calculated using (15).

5.2. The Sliding Window Test vs. the Single Time Test

The sliding window test using test statistics (89) and
the single time test with test statistics (87) are compared
in a 1-D multisensor tracking scenario as in Section 2.3.
Target 1 starts at 5000 m with an initial velocity ¡3 m/s.
Target 2 starts at 5030 m with the same initial velocity

11This is contrary to the assertion in [16].

Fig. 10. Miss probability (wrong rejection) from 100 MC runs for
0.025 theoretical value (associations are done every 3 s).

(the initial target separation is 30 m).12 Both targets
have process noises with variance q= 2 ¢ 10¡2 m2=s4.
These noises are independent across the targets, leading
to their eventual separation. Two sensors, designated
as 1 and 2, obtain position measurements of targets 1
and 2 every 1 s and maintain separate tracks for the
targets. The T2TA tests are performed every 3 s, which
is the time interval between two consecutive local track
estimates used in the window test. The sliding window
test uses a window of N = 5 times. For comparison,
two tests based on the sum of the single time tests are
also performed. One is the cumulative sum over all the
previous single time tests; another is the sum of the
single time tests within a sliding window of N as the
approach proposed in [16, 24]. Both are not optimal
because the correlations in time are ignored.
Fig. 10 shows the miss probability when the track

of target 1 at sensor 1 is associated with the track of the
same target at sensor 2. The theoretical miss probability
is 2.5% (correct acceptance 97.5%). The “single time
test” (based on single frame of data) and the “sliding
window test” match the theoretical error probability.
However, the miss probabilities of the other two tests
based on the sum of the single time test statistics are
significantly larger than the theoretical value. This is
due to the fact that these tests ignore the correlation
among the single time test statistics.
Fig. 11 shows the probability of correct rejection

(power of the test) for 0.025 miss probability when
the track of target 1 at sensor 1 is associated with the
track of target 2 at sensor 2. Surprisingly, the sliding
window test has lower power than the single time test.
This counterintuitive phenomenon is further analyzed in
the Section 5.3 with an illustrative example.

12This small separation is only for the purpose of comparing the
power of different tests for T2T association. It is assumed that these
closely spaced targets are resolved by the sensors.
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Fig. 11. Power of test for 0.025 miss probability from 100 MC
runs.

5.3. The Effect of Window Length on the Power of
the T2TA Test

Consider a scalar state estimation problem with two
sensors/estimators. Estimator 1 has prior information
x̂1(0)»N(x1(0),P1), where x1(0) denotes the true state
of the target corresponding to track 1 at time 0, P1
is the variance of the estimate x̂1(0). At time 1, this
true state propagates to x1(1) = x1(0)+ v where v »
N(0,Q). A measurement is taken at time 1 as z1(1) =
x1(1)+w1, where w1 »N(0,R1). Estimator 2 has prior
information on the target corresponding to track 2,
x̂2(0)»N(x2(0),P2). At time 1, the state of this target
evolves as x2(1) = x2(0)+ v and the measurement of
sensor 2 is z2(1) = x2(1)+w2, where w2 »N(0,R2). It is
assumed that the states of the two targets have the same
process noise v, so the difference between their true
states stays constant (they are moving in formation).13

When the two targets are the same, x1(t)¡ x2(t) = 0, t=
0,1, otherwise the target separation is jx1(t)¡ x2(t)j=
d > 0, t= 0,1. It is assumed that the errors in the
prior information and the measurement noises are all
independent and for the sake of simplicity P1 = P2 =
R1 = R2 = ¾

2.
For the T2TA test based on the prior information at

time 0, one has

¢(0) = x̂1(0)¡ x̂2(0) (93)

Var[¢(0)] = P1 +P2 = 2¾
2 (94)

T(0) = Var[¢(0)]¡1¢(0)2 =
1
2¾2

¢(0)2 (95)

under H0 (the two tracks are from the same target),
E[¢(0)] = 0; under H1 (the two tracks are from two
different targets), E[¢(0)] = d.
At time 1, with the measurements z1 and z2, the

updated estimates for the target (under H0) or targets

13As later discussed, this assumption is necessary to obtain the actual
theoretical performance of the test.

(under H1) are

x̂1(1) =
R1

P1 +Q+R1
x̂1(0)+

P1 +Q
P1 +Q+R1

z1

=
¾2

2¾2 +Q
x̂1(0)+

¾2 +Q
2¾2 +Q

z1 (96)

x̂2(1) =
R2

P2 +Q+R2
x̂2(0)+

P2 +Q
P2 +Q+R2

z2

=
¾2

2¾2 +Q
x̂2(0)+

¾2 +Q
2¾2 +Q

z2: (97)

Thus

¢(1) = x̂1(1)¡ x̂2(1)

=
¾2

2¾2 +Q
(x̂1(0)¡ x̂2(0))+

¾2 +Q
2¾2 +Q

(z1¡ z2)

(98)

Var[¢(1)] =
¾4

(2¾2 +Q)2
(P1 +P2)+

(¾2 +Q)2

(2¾2 +Q)2
(R1 +R2)

=
2Q2¾2 +4Q¾4 +4¾6

(2¾2 +Q)2
(99)

T(1) = Var[¢(1)]¡1¢(1)2

=
(2¾2 +Q)2

2Q2¾2 +4Q¾4 +4¾6
¢(1)2 (100)

under H0, E[¢(1)] = 0 and under H1, E[¢(1)] = d.
For the window test,

¢2(1) = [¢(0) ¢(1)]0 (101)

Cov[¢2(1)] =

2
664

2¾2
2¾4

2¾2 +Q

2¾4

2¾2 +Q
2Q2¾2 +4Q¾4 +4¾6

(2¾2 +Q)2

3
775
(102)

T2(1) =¢2(1)
0fCov[¢2(1)]g¡1¢2(1) (103)

with E[¢2(1) jH0] = [0 0]0 and E[¢2(1) jH1] = [d d]0.
Since the single time test is a special case of the

window test with a window length of 1, T(0) can also
be denoted as T1(0) and T(1) as T1(1). The tests statistics
T(0), T(1) and T2(1), which are quadratic forms, have
non-central Chi-square distributions with N degrees
of freedom and noncentrality parameter ¸ [14]. The
number of the degrees of freedom of the test statistic
is the window length N and the noncentrality parameter
¸ is given by

¸N(t) = E[¢N(t)]
0fCov[¢N(t)]g¡1E[¢N(t)],

t= 0,1 (104)

with the expectation taken conditioned on H0 (“same
target,” i.e., d = 0) or H1 (d > 0). Specifically,

TN(t)» Â2(N,¸N(t)), t= 0,1: (105)
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TABLE VI
Statistical Properties of the Test Statistics: Single Time Test vs.

Sliding Window Test

Noncentrality parameter ¸
Test statistic Degrees of
» Â2(N,¸) Freedom N H0 H1

T(0) = T1(0) 1 0 1
2¾2

d2

T(1) = T1(1) 1 0 (2¾2 +Q)2

2Q2¾2 +4Q¾4 + 4¾6
d2

T2(1) 2 0 1
¾2
d2

Notice that (105) holds only when the covariance matri-
ces of¢N(t) are the same under both H0 and H1, which
requires the targets to have the same process noise. This
happens when the targets move in formation. However,
in general, different targets do not necessarily have the
same process noise. In such cases, the test statistic TN(t)
does not follow a non-central Â2 distribution under H1
and the difference between the true states of the targets
is nonstationary. Thus the power of the test can not be
obtained theoretically.
The cumulative distribution function (cdf) of a

Â2(N,¸) random variable is given by [28]

PfÂ2(N,¸)· xg=
1X
j=0

e¸=2
(¸=2)j

j!
°(j+ k=2,x=2)
¡ (j+ k=2)

:

(106)

Softwares are available for the calculation of (106).
The statistical properties of the above test statistics

under H0 and H1 are shown in Table VI. Notice that, in
this example, the noncentrality parameter of the window
test T2(1) doesn’t depend on the value of the process
noise variance Q. This holds for this specific example
but is not true in general. However, it is easy to show
that the noncentrality parameter of the sliding window
test is always greater than or equal to that of the single
time test.
Assuming ¾2 = 1, Fig. 12 compares the noncentral-

ity parameters for the window test (N = 2) and the sin-
gle time test at time 1. It can be seen that, if Q = 0,

TABLE VII
Performance of the Tests (d = 3, ¾2 = 1 and Probability of Correct Acceptance 1¡®= 0:975). Q is the Process Noise Variance; N is the
Degrees of Freedom of the Test Statistic and ¸ is the Noncentrality Parameter. The Miss Probability and Correct Rejection (power) are

Obtained form 1000 Monte Carlo (MC) Runs.

Fig. 12. The noncentrality parameters (normalized by the
separation squared) vs. process noise variance.

then the noncentrality parameters of T2(1) and T(1) are
the same. However, T2(1) has 1 more degree of free-
dom than T(1), thus the sliding window test T2(1) re-
quires a higher threshold for the same miss probability
of H0 and, consequently, is less powerful than the
single time test T(1). As the variance of the process
noise Q increases, the noncentrality parameter of T2(1)
remains constant, and will be significantly larger than
the noncentrality parameter of T(1), which decreases
with Q, as shown in Fig. 12. This compensates for the
larger number of degrees of freedom of T2(1) and makes
T2(1) eventually more powerful than T(1).
Table VII compares the power of the tests under

different process noise variances Q when d = 3 and
¾2 = 1. The “Threshold for rejection” and “Power of the
test” are from the theoretical calculations. The “Miss
probability” and “Correct rejection” are from Monte
Carlo simulations and they match the theoretical values.
The results show that when the process noise level is
high (Q = 6), the window test has higher power than the
single time test; however, counterintuitively, the window
test has lower power than the single time test when the
process noise level is low (Q = 0:1).
Note that the power of the test depends on (i) the

number of degrees of freedom N of the chi-square
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test statistic (which determines the threshold) and (ii)
the noncentrality parameter ¸. Two explanations from
different perspectives to this seemingly counterintuitive
phenomenon are given next.

1. In this example, the power of the window test T2(1)
remains the same over different process noise levels
Q as a result of the constant noncentrality parameter,
i.e., the window test is not sensitive to process noise
levels. When the process noise level is low (Q = 0:1
in this example) the power of the single time test is
higher than the window test’s because it has almost
the same noncentrality parameter as the window test
but only one degree of freedom (i.e., lower thresh-
old). However, with a high level of process noise
(when Q = 6) the noncentrality parameter decreases
and the power of the single time test drops below
that of the window test.

2. At time 1, by incorporating the data from time 0, the
window test has a noncentrality parameter larger than
that of the single time test (for both cases when Q =
0:1 and Q = 6). However, the inclusion of the data
from time 0 also increases the degrees of freedom of
the test statistic (from 1 to 2), which has a negative
impact on the power of the test (for the same false
alarm rate, this raises the threshold to 7.38 from 5.02
for the single time test). When the crosscorrelation
between the data at time 1 and time 0 is large
(which happens for low process noise Q = 0:1), the
increase in the noncentrality parameter is too small to
overcome the negative effect of the increased degree
of freedom. In such cases, the window test has lower
power than the single time test.

The discussion above indicates that the advantage of
the window is negated by the crosscorrelation in time,
which is higher for low process noise.14 This suggests
that, to enhance the power of the sliding window test,
it is necessary to make sure that the multiple frames of
data selected for the test are not strongly correlated. This
can be accomplished by increasing the time difference
between the selected frames.
To confirm this guideline, Fig. 13 shows the power

of the tests under a theoretical false alarm rate of ®=
0:025 in the same simulation scenario as in Section 5.2
except that the tests for T2TA are done every 15 s (e.g.,
the time interval of two consecutive track estimates used
in the window test) as opposed to 3 s and the length of
the sliding window is set to 4. It is shown that, in this
case, the sliding window test has more power than the
single time test.
The phenomenon that using more data may lead to

lower power in the classical chi-square test seems coun-
terintuitive. However, it can be better understood given
the fact that the test uses only the likelihood function
(LF) under H0 and the LF under H1 is unknown. Thus

14This is because with lower process noise the “memory” of the filter
is “longer.”

Fig. 13. Power of the test: sliding window test vs. single frame test
with a increased testing interval of 15 s.

it is unclear how the available data should be combined
to better differentiate the two hypothesis. The loss in
power of the chi-square based window T2TA test is the
result of the lack of information under H1. A likelihood
ratio (LR) test would be more powerful but it requires
knowledge of the target separation, i.e., it is not practi-
cal.

6. CONCLUSIONS

In this paper the optimal T2TF algorithms at an arbi-
trary rate are investigated for various information con-
figurations. First algorithms for T2TF without memory
(T2TFwoM: fuser uses only the local track estimates
at the fusion time) are presented for three informa-
tion configurations, namely, T2TFwoM with no, par-
tial and full information feedback. It is shown that, for
T2TFwoM, information feedback is detrimental to fu-
sion accuracy. Then algorithms for T2TF with memory
(T2TFwM: fuser uses also the fused and local track es-
timates from the previous fusion) at an arbitrary rate are
derived for information configurations with no, partial
and full information feedback. It is shown that, at full
rate, T2TFwM, with or without information feedback, is
equivalent to the centralized measurement fusion (CMF,
which is the global optimum). However, when operating
at a lower rate, a certain amount of loss in fusion accu-
racy (compared to the CMF) is unavoidable. In contrast
to the case of T2TFwoM, it is shown that information
feedback improves the fusion accuracy of T2TFwM.
And, unlike the information matrix fusion (IMF) which
is optimal (same as CMF) only at full rate, the algo-
rithms for T2TFwM are optimal at any rate.
An approximate implementation of the T2TF algo-

rithms is also proposed based on the reconstruction of
local information at the fusion center (FC). For non-
linear distributed tracking systems, it has much lower
communication requirements and practically no loss in
fusion accuracy due to the approximation. Simulation
results show that it is consistent and, for the sensors-
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target geometry considered, it meets the performance
bound of the centralized measurement fusion at the fu-
sion points.
The hypothesis test for T2TA is also studied in this

paper. The sliding window test for T2TA is presented.
It uses track estimates in a time window and yields false
alarm rates that match the theoretical values. The sliding
window test was compared with the single time test
and the results show that, counterintuitively, the sliding
window test may have lower power than the single time
test. This is because using more data also increases the
degrees of freedom of the test statistics which has a
negative impact on the power of the test. When the
multiple frames of data selected for T2TA are strongly
correlated, which happens for motion with low process
noise, the increase in the noncentrality parameter is too
small to overcome the negative effect of the increased
degree of freedom. In such cases, the sliding window
test may be counterproductive and has lower power
than the single time test. In practice, this should be
avoided by, e.g., increasing the time difference between
the selected data frames.
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