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Publications
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Timelines and Timeliness for Publication of JAIF

Timely publication is a criterion used by citation

indexing services to measure the quality of a technical

journal. For JAIF, being a semi-annual publication, this

means that at least four papers need to be finished with

the review process, typesetting, and published every six

months.

The ability to meet publication deadlines in a timely

manner is important not only for the authors, but it

also allows a journal to meet one of the requirements

for inclusion in academic citation indexing services.

Examples of such services include the ISI citation index

of Thomson Scientific, and Scopus of Elsevier.

ISIF is very interested in seeing JAIF indexed in

as many indexing services as possible. This cannot be

accomplished without the cooperation and diligence of

the editorial staff, referees, and authors to complete all

assigned tasks for a manuscript in a timely manner.

To help ensure that JAIF is published in a timely

manner, all persons involved with the reviewing, de-

cision, revisions, proofing and final preparation of a

manuscript should consider the following guidelines.

The table presents an illustrative timeline of events

for 14 stages from submission to publication for all

manuscripts submitted to JAIF.

From the table, it can be seen that a manuscript

with all parties meeting the required deadlines and one

review cycle will take approximately 34 weeks to go

from submission to publication. Therefore, in order for

JAIF to achieve timely publication, all persons in the

review cycle must make every possible effort to meet

their requested deadlines.

To aid in the timely preparation of manuscripts for

publication in Stages 8 through 14, reminders will be

sent to all delinquent authors and editors after one week.

These reminders will indicate that the paper needs to be

prepared for typesetting as soon as possible. If no action

is taken in response to the reminder within one week,

the manuscript will be excluded from publication in the

next available issue and moved to a subsequent issue.

ISIF is looking forward to the fullest cooperation of

all involved in the publication of papers in JAIF.
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Stage Action Item

Times for each item plus

the required time to

complete item

1 Author submits manuscript. T0
2 Editor in Chief (EIC) assigns Area Editor. T1 = T0 +1 week

3 Area Editor assigns Associate Editor. T2 = T1 +1 week

4 Associate Editor invites three referees.i T3 = T2 +2 weeks

5 Referees review manuscript. T4 = T3 +8 weeks

6 Associate Editor makes recommendation based on referee review, and Editor in

Chief approves recommendation and forwards to author.

T5 = T4 +1 week

7 If the manuscript is not rejected, author revises manuscript based on the

recommended changes of the referees and resubmits the manuscript for further

review.ii

T6 = T5 +8 weeks

8 For all accepted manuscripts, author includes recommended changes of the

referees, and prepares manuscript files for publication and typesetting.

T7 = T6 +3 weeks

9 Administrative Editor verifies that final manuscript files are complete. T8 = T7 +1 week

10 Assistant EICor Assistant Administrative Editor performs a copy edit review of

accepted manuscripts:iii
T9 = T8 +4 weeks

11 Author includes final copy edits directly to manuscript files, and copy editor sends

file to typesetter for publication.

T10 = T9 +2 weeks

12 Typesetter prepares manuscript for publication. T11 = T10 +2 weeks

13 Author Reviews final typeset version of manuscript. T12 = T11 +2 weeks

14 Administrative Editor posts manuscript. T13 = T12 +1 week

iIf a referee does not respond within one week of receiving an invitation, an alternate referee should be contacted.
iiThis step and the previous two steps of the review cycle will be repeated for conditionally accepted manuscripts until final acceptance without any further review.
iiiIn this step of the review cycle the author is involved with, and approves, the copy edit recommendations.

R. S. Lynch

JAIF Administrative Editor

Y. Bar-Shalom

ISIF VP Publications
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Multi-step Look-Ahead Policy

for Autonomous Cooperative

Surveillance by UAVs in

Hostile Environments

X. TIAN

Y. BAR-SHALOM

K. R. PATTIPATI

In this paper a real-time cooperative path decision algorithm

for UAV surveillance is proposed. The surveillance mission includes

multiple objectives: i) navigate the UAVs safely in a hostile environ-

ment; ii) search for new targets in the surveillance region; iii) clas-

sify the detected targets; iv) maintain tracks on the detected targets.

To handle these competing objectives, a layered decision framework

is proposed, in which different objectives are deemed relevant at

different decision layers according to their priorities. Compared to

previous work, in which multiple objectives are integrated into a

single global objective function, this layered decision framework

allows detailed specification of the desired performance for each

objective and guarantees that an objective with high priority will

be better satisfied by eliminating possible compromises from other

less important ones. In addition, specific path decision strategies

that are suited to the individual objectives can be used at different

decision layers. An important objective of the path decision algo-

rithm is to navigate the UAV safely in the hostile environment. To

achieve this, it is shown necessary to increase the time horizon of the

path decisions. In order to overcome the computational explosion of

an optimal multi-step look-ahead path decision strategy, a Rollout

Policy is proposed. This policy has moderate complexity and, when

used in the layered decision framework, it is able to find safe paths

effectively and efficiently. When the number of UAVs is large, the

formation of UAV decision groups based on a nearest neighbor rule

is proposed to control the complexity of the path decision algorithm.

Further flexibility of assigning different objectives to the UAVs is

also discussed. Simulation results show that the proposed path de-

cision algorithm can guide the group of UAVs efficiently and safely

for the multi-objective surveillance mission.

Manuscript received January 10, 2008; revised October 7, 2008; re-

leased for publication October 30, 2008.

Refereeing of this contribution was handled by Stephane Paradis.

Authors’ address: Dept. of Electrical and Computer Engineering, Uni-

versity of Connecticut, Storrs, CT 06269-2157, E-mail: (fxin.tian,
ybs, Krishnag@engr.uconn.edu).
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1. INTRODUCTION

Recently a considerable amount of research effort

has been directed toward the navigation and coopera-

tive control of groups of unmanned (or uninhabited)

aerial vehicles (UAVs). The advantages of UAVs include

greater mobility, removal of risk to human operators,

potentially lower cost, smaller size/weight, and the pos-

sibility of effective coordination. These features make

them ideal for repetitive or dangerous tasks in both mil-

itary and civilian applications [17]. A number of UAV

management algorithms that serve various applications

can be found in the literature. Ref. [14] addresses the

problem of cooperatively controlling multiple UAVs so

that they reach a predetermined target location simul-

taneously, while maximizing the survivability of the

UAVs against exposed threats and adhering to the fuel

constraints. A hierarchical decision mechanism is pro-

posed in which at the team level the estimated time until

arrival is computed and at the UAV level path planning

is performed. In [5] a similar approach, which includes a

Voronoi diagram in path planning, is used for the simul-

taneous intercept problem in the presence of dynamic

threats. Similar approaches can be found in [6, 13, 15].

In [8] another hybrid control structure is proposed for

the simultaneous intercept problem. Ref. [22] studies

the task assignment problem for a group of UAVs.

We focus on the surveillance application of UAVs.

The scenario considered involves a group of UAVs that

search and track ground moving targets in a hostile

environment. The objectives in the surveillance mis-

sion include: i) navigate the UAVs safely in a hostile

surveillance environment; ii) search for new targets; iii)

classify the detected targets; iv) maintain tracks on the

detected targets. The conventional method of handling

multiple objectives is to construct a combined objective

function, e.g., the weighted sum approach used in [16,

23]. Our previous work [18] also uses the weighted sum

approach, where the path decision problem is formu-

lated as a nonlinear programming problem and solved

by optimizing the global objective function over the

continuous control variables (turn rates of the UAVs).

However, there are several drawbacks to this. First,

since different objectives have different meanings, the

weighted sum of the objective functions is difficult to

interpret and validate. Second, when the path decisions

are made by maximizing a combined global objective

function, it is hard to specify the requirements for the

individual objectives. For example, for the objective

tracking, it would be more reasonable to require the

RMS errors of a given target to be no larger than a pre-

defined level as opposed to requiring the errors to be

as small as possible. Third, the simultaneous impact of

multiple objectives on the path decisions could compro-

mise the satisfaction of one or another objective in an

unpredictable manner. As shown in Section 4, the sur-

vival probabilities of the UAVs can drop significantly

when a combined global objective function is used for
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path decisions. Ref. [11] proposes an algorithm for the

design of the weights for the weighted sum approach

in order to achieve a desirable tradeoff in the different

objectives. However, the computational requirements of

this algorithm are too involved for complex coopera-

tive tasks and may preclude the possibility of multi-step

look-ahead policies.

In this paper, a novel approach–layered decision

framework–is proposed to handle multiple objectives

in a surveillance mission. In the layered decision frame-

work, instead of combining different objectives into a

single objective function, multiple objectives are in sep-

arate decision layers according to their priorities. The

control options1 are evaluated first in the top decision

layer, which results in a subset of controls that yields

satisfactory results for the primary objective. Then, this

subset of controls are passed down to the next decision

layer for further selection. Proceeding through the de-

cision layers, the control options are sifted and reduced

to the final decision with the best overall performance.

Major benefits of this approach include: i) it allows the

specification of desired performance for each individ-

ual objective in different layers; ii) an objective with

a higher priority will be better satisfied by eliminating

possible compromises from other less important ones;

iii) depending on the nature of the objective, suitable

path decision strategies can be used at each decision

layer, which may lead to significant savings in com-

putation. iv) computation can be saved when the path

decisions can be made through some of the decision lay-

ers, because there is no need to evaluate the remaining

less important ones.

In the surveillance problem considered, the objec-

tive of safe navigation is assigned the highest priority;

this is based on the premise that the safety of a UAV is

more important than gathering one extra measurement.

The problem of navigating a single UAV in a hostile

environment while chasing a target has been studied in

[25], in which the UAV tries to stay within a defined

proximity of its target while avoiding restricted regions

and obstacles. A gradient search algorithm with a ge-

ometry based strategy is used for the path decisions.

In the present paper, the threats come not only from

fixed positions, but also from moving targets. A dif-

ferent approach based on a Rollout Policy [3] is pro-

posed for path decisions. This is used in the decision

layer for safe navigation and is shown to be able to find

safe path decisions effectively with moderate complex-

ity. For other surveillance objectives including–search,

classification and tracking, following [18], specific ob-

jective functions are constructed based on certain infor-

mation criteria. These objective functions, along with

suitable path decision strategies, form the rest of the

decision layers.

1The control variables are discretized into a set of control options.

As shown later, this also facilitates the multi-step look-ahead path

decision policy.

Two additional features are also incorporated into

the path decision algorithm, which make it more ef-

ficient and flexible for a large number of UAVs. One

is the formation of decision groups based on a nearest

neighbor rule. By doing this, the complexity of the al-

gorithm increases linearly with the number of UAVs.

Another is to assign different objectives to UAVs, since

it is common to require the UAVs to focus on different

tasks in the surveillance region.

The paper is organized as follows. Section 2 for-

mulates the surveillance problem. Section 3 is devoted

to the layered decision framework for surveillance with

multiple objectives. In Section 4, the problem of safe

navigation in a hostile environment is studied. The

multi-step look-ahead path decision strategy is proposed

using a Rollout Policy, and it is shown to be effective in

solving the problem of safe navigation. In Section 5, the

construction of small decision groups and how to assign

different objectives to the UAVs are discussed. Simula-

tion results are also presented to show the effectiveness

of the algorithm. Section 6 presents the conclusions.

2. THE SURVEILLANCE MODELS AND OBJECTIVE
FUNCTIONS

In this paper, the surveillance scenario follows most-

ly [19]. To make this paper self-contained, all models

used are described in this section, including UAV spec-

ifications, models for threats in the surveillance region,

as well as, tracking, search and classification models. It

is worth mentioning that, for the sake of simplicity, we

assume the surveillance mission takes place in a 2-D

plane, namely, altitudes of the UAVs are not taken into

account. This, however, does not compromise the main

ideas of the paper, which are the layered decision frame-

work and the multi-step look-ahead path decision policy

for UAV navigation.

2.1. UAV Characteristics

Assume that fixed wing unmanned aerial vehicles

are used for surveillance. The UAVs can fly only within

a speed interval and have limited maneuverability. Fol-

lowing the formulation in [18], it is assumed that the

UAVs move with a constant speed Vuav and the max-

imum turn rate the UAVs can take is ©max. Unlike in

[18], the control of the UAVs is discretized into D lev-

els, namely the UAVs can only take turn rates from a

finite set. For example, when D = 3 the control set is

f¡©max,0,©maxg. It is assumed that the path decisions
are made every T seconds. For cooperation, the UAVs

need to exchange information of their states and mea-

surements from the onboard sensors. In this paper, a

centralized data processing framework is used, that is

all the information from the UAV network is available

for data fusion and path decisions. While the proposed

path decision algorithm works best in a centralized set-

ting, it can be used in a distributed system by treating
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Fig. 1. Detection and survival probabilities as functions of distance to target.

each individual UAV as a duplication of the decision

center. The issue of synchronizing information among

distributed agents (UAVs) in a distributed system is be-

yond the scope of this paper.

2.2. The Model of the Threats in the Surveillance
Region

In the surveillance, UAV losses may happen due to

hostile fire and collisions among the UAVs. As in [18],

these potential threats are incorporated into the survival

probabilities of the UAVs. The survival probability of

UAV s equals the product of target-fire survival proba-

bility ¼1S(s), stationary-attack survival probability ¼
2
S(s),

and collision survival probability ¼3S(s), i.e.,

¼S(s) = ¼
1
S(s)¼

2
S(s)¼

3
S(s) (1)

where ¼1S(s), is the product of target-fire survival prob-

abilities of UAV s in view of each target j, i.e.,

¼1S(s) =
Y
j

¼1S(s,j): (2)

Similarly, for the attacks from stationary threats, sur-

vival probability of the UAV is

¼2S(s) =
Y
l

¼2S(s, l) (3)

and ¼3S(s) is the product of collision survival probabili-

ties corresponding to all other UAVs,

¼3S(s) =
Y
i:i 6=s

¼3S(s, i): (4)

The nature of these survival probabilities is application-

dependent. In this paper, the probabilities are modeled

as functions of distance as shown in Fig. 1: (a) for

¼1S and ¼
2
S and (b) for ¼

3
S . For safe navigation, the sur-

vival probabilities of the UAVs should be above a

threshold,2 e.g., 0.9, which is a design parameter of the

algorithm.

2.3. The Tracking Model

Using a 2-D model, the kinematic state of the target

is defined as

X = [x _x y _y]0: (5)

The target motion is modeled by the Discrete White

Noise Acceleration (DWNA) model [1]. The UAVs are

assumed to be equipped with Ground Moving Target

Indicator (GMTI) radars, which measure the loca-

tions of moving ground targets as well as their radial

velocities (Doppler). A 2-D measurement model is

used

rm = r+wr (6)

®m = ®+w® (7)

_rm = _r+w_r (8)

in which wr, w® and w_r are Gaussian noise with standard

deviations ¾r, ¾® and ¾_r respectively. Applying the

Polar to Cartesian conversion [1], the measurement is

converted to

Zm = [xm ym _rm] (9)

where

xm = rm cos®m (10)

ym = rm sin®m: (11)

2This threshold serves as a soft boundary, the path decision algorithm

should be able to keep the survival probabilities above or close to this

safety bound.

MULTI-STEP LOOK-AHEAD POLICY FOR AUTONOMOUS COOPERATIVE SURVEILLANCE 5



The noise in the converted measurement is zero-mean3

with covariance matrix

R =

264R1,1 R1,2 0

R1,2 R2,2 0

0 0 ¾2_r

375 (12)

where

R1,1 = r
2
m¾

2
® sin®

2
m+¾

2
r cos®

2
m (13)

R2,2 = r
2
m¾

2
® cos®

2
m+¾

2
r sin®

2
m (14)

R1,2 = (¾
2
r ¡ r2m¾2®)sin®m cos®m: (15)

The observation matrix corresponding to (9) is (see, e.g.,

[24])

H =

2641 0 0 0

0 0 1 0

0 cos® 0 sin®

375 (16)

where ®m can be used in H, as shown in [24].

The detection probability is a function of range and

range rate of the target with respect to the GMTI radar.

Denoted as ¼D, the detection probability is given by

¼D = ¼
1
D(r)¼

2
D(_r) (17)

¼1D(r) is shown in Fig. 1(c). For a GMTI radar, if the

range rate for a target falls below a threshold _rmin then

the target will not be detected. Hence,

¼2D(_r) = 1¡Probf¡_rmin < _r < _rmaxg: (18)

For tracking, it is assumed that the UAVs obtain

measurements from the detected targets every T sec-

onds. Following [18], at decision time kT, the expected

track update for target j at time (k+1)T is

Îj(k+1 j k+1) = Ij(k+1 j k) +
NX
s=1

¼̂D(s,j,k+1)Ĥ(s,j,k+1)
0

£ R̂(s,j,k+1)¡1Ĥ(s,j,k+1) (19)

in which Ij denotes the information matrix from the

track of target j, namely, Ij = P
¡1
j ; N is the number

of the UAVs; s is the index of the UAV. The “hat”

marks indicate the values are expectations that depend

on the relative positions of target j to the UAVs at k+1.

Clearly, Îj(k+1 j k+1) is a function of the collective
path decisions (controls) of the UAVs at k. To evaluate

the expected quality of the track, the expected mean

square position error can be used, since it is directly

related to the RMS position error (components 1 and 3

of the state vector). For target j one has,dMSE(j,k+1)
= P̂j(k+1 j k+1)(1,1) + P̂j(k+1 j k+1)(3,3):

(20)

3Since the condition for the unbiasedness conversion [1] is satisfied,

the noises in xm and ym can be assumed to be zero-mean.

The construction of the objective function for tracking

is based on (20). Further details will be discussed in

Section 3.

2.4. The Model for Search

Studies on the problem of cooperative search using

multiple autonomous UAVs can be found in [10, 9, 16].

For different applications, formulations of the problem

may change. In the surveillance problem considered, the

surveillance region is divided into a number of sectors.

It is assumed that each UAV scans a fixed number Ns of

such sectors in each period of its operation. As in [18],

in each sector, the arrival of new targets is modeled as

a Poisson process.

Let Pm,n(k) denote the probability that there is no

new target in sector fm,ng and ¸m,n denote the Poisson
parameter (expected spatial density of new targets) of

this sector. At the kth decision time one has

Pm,n(k) = Pm,n(k¡ 1)exp¡¸m,nT : (21)

If the sector is scanned by UAV s at k with a detection

probability of ¼̃D(m,n,s,k), it follows (assuming there

are no false alarms) that the updated probability Pm,n(k
+)

is given by

Pm,n(k
+) =8>>><>>>:

Pm,n(k)

Pm,n(k) + [1¡Pm,n(k)][1¡ ¼̃D(m,n,s,k)]
if scanned and no target was detected

1 if scanned and a target was detected

:

(22)

An intuitive interpretation of (22) is as follows. When

scanned, no target is detected with probability Pm,n(k) +

[1¡Pm,n(k)][1¡ ¼̃D(m,n,s,k)]. So, the updated proba-
bility Pm,n(k

+) is as given in the first probability of (22).

If a target is detected, no new target is in that sector

with probability 1. From (22), the payoff of a specific

scan can be calculated as

¢(m,n,s,k) = E[Pm,n(k
+)]¡Pm,n(k)

= [1¡Pm,n(k)]¼̃D(m,n,s,k): (23)

For a single UAV its scan decision can be made by

selecting the most profitable (largest¢ given by (23)) Ns
sectors, which favors the sectors that are more likely to

have new targets (low Pm,n(k)) and the potential new tar-

gets are more likely to be detected (high ¼̃D(m,n,s,k)).

In the multiple UAV case, the optimal scan decision is

a complicated assignment problem. However, a near-

optimal solution can be found using simple heuristics.

Since the UAVs tend to operate in different regions (to

produce good coverage to the whole surveillance area),

their Ns best sectors to scan are very unlikely to overlap,

which allows the UAVs to make their scan decisions in-

dependently; rare conflicts can be resolved by making
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their scan decisions sequentially in the order of the UAV

indices.

2.5. The Model for Target Classification

An important objective of surveillance is to clas-

sify the detected targets. Studies of optimal search with

joint detection and classification can be found in [20,

6, 12]. An integrated algorithm for tracking and clas-

sification with data association is presented in [2]. In

this paper, following [19], the classification and track-

ing are considered as different problems as it is as-

sumed that the GMTI radar mounted on the UAV does

not provide classification information; instead, it is as-

sumed that classification information is provided by a

closed circuit digital (CCD) camera. A classifier as-

sociated with the camera processes the data from the

camera. The outputs are class decisions and their as-

sociated class confusion matrix. The class confusion

matrix gives the probabilities of class decision out-

put given the actual class of the target. It is assumed

that the class confusion matrix is only a function of

target-UAV distance, i.e., spatial diversity does not im-

prove classification results. Let ³(j,s,k) denote the out-

put of the classifier on UAV s at the kth decision

time for target j and C(j,s,k) be the corresponding

class confusion matrix. Element cab(j,s,k) of C(j,s,k)

is given by

cab(j,s,k) = P(³(j,s,k) = b j ·j = a) (24)

in which ·j denotes the true class of the target.

To facilitate classification, when a new target is de-

tected, the UAV closest to that target is assigned to

perform the classification. The UAV will start to use

the classification sensor when it gets close enough to

the target. Notice that classification is a special case

when the UAVs are focusing on different objectives.

Such needs are common in multiple UAV surveillance.

For example, some of the UAVs may focus on tracking

while others focus on search. In Section 5.2, the prob-

lem of assigning different objectives to the UAVs will

be discussed.

For a detected target, a class probability vector is

used as the state for classification. Let ¹j denote the

class probability vector for target j which can be ini-

tialized, e.g., as a uniform distribution over all possible

classes. If the output of the classifier is ³(j,s,k) = b,

then ¹j is updated as [2]

¹+j =
Cb(j,s,k)−¹j
Cb(j,s,k)

0¹j
(25)

where Cb(j,s,k) is the bth column of the class confusion

matrix and − is the Schur-Hadamard product (term by

term). The classification of target j is completed when

maxf¹jg> ¿CLS (26)

in which ¿CLS is a confidence threshold, e.g., 0.95.

TABLE I

Decision Layers in the Path Decision Algorithm for Surveillance

(s is the index of the UAVs and j is the index of targets)

Decision

Layer Satisfactory Evaluation Criterion

Objective (priority) Level for the Accomplishment

Safe Navigation 1 ¿PS minf¼S(s),¿PSg
Classification 2 ¿CLS minfmaxf¹jg,¿CLSg
Tracking 3 ¿MSE(j) maxfMSE(j),¿MSE(j)g
Search 4 ¿PNNT minfPm,n,¿PNNTg

3. LAYERED DECISION FRAMEWORK FOR
SURVEILLANCE MISSION WITH MULTIPLE
OBJECTIVES

In this paper, a layered decision framework is used

for handling multiple objectives, in which each objec-

tive occupies a decision layer according to its priority.

A decision layer consists of: i) the objective; ii) a func-

tion that evaluates the degree of accomplishment of the

objective; iii) a satisfactory level, at which point no fur-

ther improvement on the objective is necessary. Table I

shows an example of arrangement of the decision layers.

In the layered decision framework, an objective with

a higher priority will be considered first. The key idea is

that once a satisfactory level is reached, the “satisfied”

objective will have no effect on the path decisions, thus

freedom in the path decisions can be passed on to the

next decision layer. To illustrate this, consider a sim-

ple case of a group of N = 2 UAVs tracking two tar-

gets while performing search in the surveillance region

(classification is omitted in this example). Suppose the

control of each UAV is discretized into D = 3 levels.

Thus, at every decision epoch, the number of control

options for the UAV group is DN = 9. For simplicity,

the example will stay with one-step look-ahead path de-

cision (multi-step will be introduced later) and all the

data in this example are for the purposes of illustration

only.4

In this example, the control options are first evalu-

ated by the top decision layer of safe navigation. Table II

shows the m-best control options (m= 5 in this case)

indicated by a check mark.5

When m= 1, this is the control option that yields

the best result for the current objective and it is chosen

directly as the path decision, since there is no freedom in

control left for the remaining decision layers. If m> 1,

thesem best control options will be passed on to the next

decision layer of tracking. As shown in Table III, the

4In actual simulations, the differences between different control op-

tions are much smaller than those shown in this example. However,

by always following the best control option, the UAVs will navigate

to desired positions by capturing the gradient information of the ob-

jective functions.
5In Tables II—III, control index (C1,C2) denotes a combination of

the controls taken by the two UAVs, C1 2 f1,2,3g for UAV 1, C2 2
f1,2,3g for UAV 2.
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TABLE II

Decision Layer 1: Control decisions for Safe Navigation with N = 2 UAVs and ¿PS = 0:9

Control Index (C1,C2) (1,1) (1,2) (1,3) (2,1) (2,2) (2,3) (3,1) (3,2) (3,3)

¼̂S 0.92 0.95 0.87 0.99 0.82 0.81 0.93 0.83 0.91

(Expected ¼S at k+1) 1 0.98 0.91 0.92 0.87 0.95 1 0.91 0.92

¼̄S 0.9 0.9 0.87 0.9 0.82 0.81 0.9 0.83 0.9

(minf¼̂S ,¿PSg) 0.9 0.9 0.9 0.9 0.87 0.9 0.9 0.9 0.9

Control Evaluation 0.81 0.81 0.783 0.81 0.713 0.729 0.81 0.747 0.81¡Q
¼̄S(s)

¢ p p p p p

TABLE III

Decision Layer 2: Control decisions for Tracking with ¿MSE = 25 m
2

Control Index (C1,C2) (1,1) (1,2) (2,1) (3,1) (3,3)dMSE(m2) 17 20 30 32 23

(Expected MSE at k+1) 23 22 27 29 31

MSE(m2) 25 25 30 32 25

(maxfdMSE,¿MSEg) 25 25 27 29 31

Control Evaluation 50 50 57 61 56¡P
MSE(j)

¢ p p

output of the second decision layer is a further reduced

set of controls indicated by columns with a check mark.

If the size of this reduced control set is greater than 1,

it will be passed to the next decision layer for further

selection.

The path decision algorithm ends when the best

control option is found. The uniqueness of the final

path decision can be guaranteed by simply setting the

“satisfactory level” of the last decision layer to the

“ideal” one. In this example, the last decision layer is

“Search,” thus ¿PNNT can be set to 1, which is an “ideal”

level that can never be simultaneously achieved at all

the sectors due to the limited scan capability of the UAV

group. A similar procedure as in Tables II and III can be

used for “Search” and it is omitted here for conciseness.

Compared to the weighted sum approach, the lay-

ered decision framework has the following advantages:

² Multiple objectives in the surveillance are clearly de-
lineated. Thus, objectives with higher priorities are

free from possible compromises from the less impor-

tant ones. Section 4 will show that this is particularly

important for the objective of safe navigation.

² For each objective, the “satisfactory” levels allow the
path decision algorithm to be sensitive to the entities

(e.g., targets in the tracking layer, sectors in the search

layer) that demand more attention. Take tracking for

example. The objective function is a combination of

sub-objectives related to the tracks of all the targets.

The use of the satisfactory level ¿MSE eliminates the

impact of those sufficiently accurate tracks and allows

the inaccurate tracks have more influences on the path

decisions.

² The layered decision framework allows different path
decision strategies to be used for the objectives. For

example, depending on the nature of the objectives,

they may or may not benefit from multi-step look-

ahead strategies. Significant computation cost can be

saved by decomposing the objectives among multiple

decision layers.

² When a path decision is determined by the first few
decision layers, the remaining layers do not need to

be evaluated.

4. MULTI-STEP LOOK-AHEAD PATH DECISION
STRATEGY FOR UAV NAVIGATION

An important objective for the path decision algo-

rithm is to navigate the UAV group safely in the surveil-

lance region. As specified in Section 2.2, the threats to

the UAVs are modeled in terms of survival probabilities

(1). In [18] the survival probabilities of the UAVs are

incorporated into the global objective function through

the track update as

Îj(k+1 j k+1) = Ij(k+1 j k) +
NX
s=1

¼̂S(s,k+1)¼̂D(s,j,k+1)

£ Ĥ(s,j,k+1)0R̂(s,j,k+1)¡1Ĥ(s,j,k+1)
(27)

which is a variation of (19). If the UAV survival prob-

abilities, ¼̂S(s,k+1), drop, there will be a reduction in

the expected information gain. As a result, the path de-

cision algorithm tends to avoid drops in the survival

probabilities of the UAVs. While this formulation in-

tuitively makes sense, it turns out to be incapable of

preventing the UAV survival probabilities from signif-

icant drops. There are two reasons for this problem.

First, tracking and safe navigation are two competing

objectives. Particularly when a UAV is tracking a sin-

gle target it tends to get close to the target, while safe

navigation requires the UAV to keep adequate distance

from the target. The combination of competing objec-

tives into a single global objective function can lead to

unpredictable compromises. Second, due to limited ma-

neuverability of the UAV, a one-step look-ahead path

decision strategy can result in late detections of poten-

tial safety risks. In the rest of this section, a multi-step
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Fig. 2. Greedy Heuristic and Rollout Policy.

look-ahead path decision strategy is proposed based on

the Rollout Policy [3]. When used in the decision layer

of safe navigation, it is shown to produce significantly

improved results.

4.1. Multi-step Look-ahead Path Decision and Rollout
Policy

By discretizing the controls of the UAVs, a multi-

step look-ahead path decision for the UAV group can

be modeled as a combinatorial optimization problem.

However, the problem is NP-hard, e.g., for a UAV

group that consists of N UAVs, the optimal solution

for a K-step look-ahead path decision needs to con-

sider DNK possible paths, which can be far too ex-

pensive for a real-time algorithm even with modest

N and K. Instead of seeking the optimal solution,

a suboptimal solution requiring less computation is

much more desirable. The Rollout policy proposed in

[3] is a suboptimal solution to the combinatorial op-

timization problems. Based on a heuristic solution to

the problem (called a base heuristic), the Rollout pol-

icy is guaranteed to find a solution that is no worse

than the base heuristic. Successful applications of the

Rollout policy can be found in [4, 21], in which it

works surprisingly well by producing near-optimal so-

lutions.

In [3], the Rollout Policy was introduced in a Dy-

namic Programming (DP) context. Consider a problem

with a finite set of feasible solutions and a cost func-

tion g(u), u 2U. Each u has K components, namely, u=
(u1,u2, : : : ,uK). In the K-step look-ahead path decision

algorithm, the components u1, : : : ,uK correspond to the

controls at different times. An i-tuple (u1,u2, : : : ,ui), i <

K, consisting of i components of the solution is called

an i-solution. The optimal solution u¤ = (u¤1,u
¤
2, : : : ,u

¤
K)

can be obtained via DP, which gives

u¤i = arg

(
min

ui2Ui(u¤1,u¤2,:::,u¤i¡1)
J¤(u¤1,u

¤
2, : : : ,u

¤
i¡1,ui)

)
,

i= 1,2, : : : ,K (28)

where J¤ is the optimal cost-to-go function for any
i-solution. However, the evaluation of J¤ is, in most
cases, not feasible. In the Rollout policy, a base heuris-

tic algorithm H is used. From any i-solution u=

(u1,u2, : : : ,ui), the heuristic algorithm H can generate

a complete K-solution u= (u1,u2, : : : ,uK) whose cost

is denoted by h(u1,u2, : : : ,ui). The suboptimal solution

ũ= (ũ1, ũ2, : : : , ũK) is found by replacing J
¤ in (28) with

the heuristic cost-to-go function h, namely,

ũi = arg

½
min

ui2Ui(ũ1,ũ2,:::,ũi¡1)
h(ũ1, ũ2, : : : , ũi¡1,ui)

¾
,

i= 1,2, : : : ,K: (29)

For the K-step look-ahead path decision strategy, at k,

the control that produces the best control sequence from

k+1 to k+K is selected; the Greedy heuristic, which

is equivalent to the one-step look-ahead path decision,

is used as the base heuristic to generate the control

sequences. Fig. 2 illustrates the greedy heuristic and

its corresponding Rollout policy in a 3-step look-ahead

path decision strategy for a single UAV.

Assume that at each node, there are 3 controls (turn

rates) available for the UAV. Using the Greedy heuris-

tic, the control that leads to the next “node” with the

best immediate result will be selected. Fig. 2(a) shows

the path (control sequence) from k to k+K (= k+3)

generated by Greedy heuristic (highlighted by the thick

dashed arrows). In the Rollout policy, instead of starting

from k, the greedy heuristic starts from k+1 to gener-

ate the remaining paths to k+3. The control at k that

produces the best path to k+3 (highlighted by the thick

dashed arrows in Fig. 2(b)) will be selected as the con-

trol decision. Note that the evaluations of the paths from

k to k+K are based on the information available at k

and the procedure is repeated at every decision time with

updated information. Compared to the exhaustive search

which requires one to evaluate
PK
i=1D

N¢i “nodes,” the
Rollout policy only evaluates DN +(K ¡ 1)D2N nodes.
The computational cost increases linearly with the de-

cision horizon K.

MULTI-STEP LOOK-AHEAD POLICY FOR AUTONOMOUS COOPERATIVE SURVEILLANCE 9



Fig. 3. Roll-square-out Policy and Sampling Roll-square-out Policy.

A variation of the Rollout policy RH is the Roll-

square-out policy [3] (denoted as R2H). As shown in

Fig. 3(a), in R2H the greedy heuristic (indicated by the

dashed arrows) starts from k+2. R2H (which needs to

evaluate DN +D2N +(K ¡2)D3N “nodes”) is more ex-
pensive than RH, while its results are guaranteed to be

no worse than RH. In view of the specific feature of

the path decision problem, it is reasonable to assume

two close paths will produce similar performance. In

Fig. 3(a), the dotted squares mark out 3 similar solu-

tion sets. By taking representative sample paths from

the similar solution sets, R2H can be simplified to a

sampling R2H policy (SR2H). As illustrated in Fig 3(b)

SR2H is much less expensive than R2H, which re-

quires one to evaluate only 2DN +(K ¡ 2)D2N nodes.

SR2H is useful in UAV path decisions, since it increases

the volume of the search space for optimal paths (the

K-step look-ahead increases the time horizon of the

search).

4.2. The Decision Layer for Safe Navigation

The proposed multi-step look-ahead path decision

strategy (see Section 4.1) can be used in any decision

layer in the layered decision framework (see Section 3).

Instead of seeking one best control at k, at each decision

layer, the path decision algorithm looks for m best

controls which will be passed on to the next decision

layer for further selection. An important issue in a K-

step look-ahead path decision algorithm is to evaluate

and compare the control sequences from k to k+K.

Figs. 2—3 show that the evaluation of a control sequence

from k to k+K requires the evaluations of the nodes

from k+1 to k+K. In the layer of safe navigation, a

node at k+ i can be evaluated by

ĴS(k+ i) =
X
s

ln(minf¼̂S(s,k+ i),¿PSg) (30)

where s is the index of the UAVs and ¿PS is the sat-

isfactory level introduced in Table II. Accordingly, the

evaluation of a control sequence from k to k+K is given

by
KX
i=1

ĴS(k+ i): (31)

In addition, a control sequence is considered to be

“safe” if the expected survival probabilities of the UAVs

are above ¿PS along the path, namely,

min
s
f¼̂S(s,k+ i)g ¸ ¿PS 8 i= 1, : : : ,K: (32)

Therefore, all “safe” control sequences have the same

value (31), namely

KX
i=1

ĴS(k+ i) =KN ln(¿PS): (33)

Based on the above definitions, at the kth decision time,

the procedure for a K-step look-ahead path decision

algorithm for safe navigation is as follows:

² Use the Rollout Policy to generate control sequences
from k to k+K.

² If “safe” control sequences that satisfy (33) are de-
tected, pass the corresponding controls at k to the next

decision layer.

² If no “safe” sequence is found, use the Sampling
Rollout strategy to generate control sequences from k

to k+K.

² If “safe” sequences are detected, pass the correspond-
ing controls at k to the next decision layer.

² If still no “safe” sequence is found, the value of uk that
leads to the “best” control sequence (evaluated using

(31)) is selected. The evaluations in the remaining

decision layers are not needed.

4.3. Simulation Results for UAV Safe Navigation:
Rollout vs. One-step Look-ahead

Consider first a “toy example” in which one UAV

searches for and tracks one target. For simplicity, clas-
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TABLE IV

Decision Layers in the Simulation

Decision Layer Satisfactory Evaluation Criterion Strategy for

Objective (priority) Level for the Accomplishment Path Decision

Safe Navigation 1 ¿PS = 0:9 minf¼S(s),¿PSg multi-step

Tracking 2 ¿MSE = 0 m
2 maxfMSE(j),¿MSEg one-step

Search 3 ¿PNNT = 1 minfPm,n,¿PNNTg one-step

sification is not included here. Table IV shows the

decision layers of the path decision algorithm.6 Note

that ¿MSE in the tracking layer is set to zero, which

means once the target is detected the UAV will “fo-

cus” on tracking. The surveillance region is 40 km£
40 km and is divided into 10£ 10 sectors. The tar-
get starts from [2000,14200] m with initial veloc-

ity [10,¡2] m/s. The process noise of the target has
intensity

p
q̃= 0:01 m/s2. It is assumed that VUAV =

40 m/s and the control set is f¡3,0,3g deg/s. The on
board GMTI radar has measurement standard devia-

tions of [10 m, 1 mrad, 1 m/s]. There are 3 stationary

threats located at [5000,15000] m, [7000,7000] m and

[20000,10000] m (indicated by the “asterisks”). The cir-

cles show the boundaries of the corresponding restricted

zones within which the survival probability of the UAV

from the threat is below the satisfactory level ¿PS. Spec-

ifications of the UAV survival probability and the target

detection probability follow those in Section 2. Fig. 4

shows trajectories of the UAV and the target in one

simulation. In this case the UAV has to circle around

the target which is slower while avoiding certain re-

gions.

For comparison, the combined objective approach,

in which the survival probability of the UAV is incor-

porated into the expected update of the track in (27), is

also tested. Notice that in the layered decision frame-

work, safe navigation is treated separately from the ob-

jective of tracking; thus, unlike (27), the objective of the

expected track update given in (19) does not deal with

survival probabilities of the UAVs. A modified version

of (27)

Îj(k+1 j k+1)
=min

s
f¼̂S(s,k+1)gIj(k+1 j k)

+

NX
s=1

¼̂S(s,k+1)¼̂D(s,j,k+1)

£ Ĥ(s,j,k+1)0R̂(s,j,k+1)¡1Ĥ(s,j,k+1)
(34)

is tested as well, which places greater penalty to the

drops in the survival probabilities.

6If the tactical value of the information is very high, safe navigation

can be moved to a layer with lower priority.

Fig. 4. UAV trajectory in one simulation using the layered decision

framework (9-step look-ahead decisions for safe navigation).

Figs. 5—6 show the minimum survival probability of

the UAV over 100 MC runs, in which “combined ob-

jective 1” refers to the approach that uses the expected

update in (27) as the objective function and “combined

objective 2” refers to the approach that uses the ex-

pected update (34) as the objective function. As shown

in Fig. 5, the one-step look-ahead path decision strat-

egy can not meet the requirement for safe navigation,

no matter which objective function for path decision

is used. In Fig. 6, although a 9-step look-ahead path

decision strategy is used, significant drops in the sur-

vival probability of the UAV are still observed in the

two combined objective approaches. However the 9-

step look-ahead path decision strategy with the layered

decision framework is able to keep the survival prob-

ability of the UAV close to the satisfactory threshold

¿PS = 0:9. The rare drop to 0.8 occurred only once in

the 100 runs. Fig. 7 compares the RMS position errors

of the algorithms. Notice that, around the 100th deci-

sion time, the layered decision framework has larger

RMS position errors than those of the combined ob-

jective function approaches, but the drops in the sur-

vival probability are avoided, as shown in Fig. 6. This

is an example where an objective with higher priority
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Fig. 5. Minimum survival probability (one-step look-ahead, 100

MC runs).

Fig. 6. Minimum survival probability (9-step look-ahead, 100 MC

runs).

(safe navigation) will not be compromised by objec-

tives with lower priorities (tracking and search), which

is a desirable feature of the layered decision framework.

Also notice that, most of the time, the three approaches

have no significant differences in the RMS position er-

rors.

5. MULTIPLE UAV COOPERATIVE PATH DECISION
ALGORITHM FOR SURVEILLANCE MISSIONS

The multi-step look-ahead path decision algorithm

proposed in Section 4 has no limitation on the number

of UAVs. However, its complexity increases geometri-

cally with respect to the number of UAVs. To keep the

complexity of the path decision algorithm under control,

clustering of UAVs into small decision groups will be

discussed. Another feature also incorporated is to allow

the UAVs to focus on different tasks in the surveillance

mission.

Fig. 7. RMS position error of the track (100 MC runs).

5.1. Formation of Decision Groups Based on a
Nearest Neighbor Rule

As discussed in Section 4.1, using the Roll-policy,

the K-step look-ahead path decision algorithm needs to

evaluate DN +(K ¡ 1)D2N nodes. However, as the num-
ber of UAVs increases, the complexity of the algorithm

increases geometrically. To avoid this explosion in com-

plexity, the formation of small path decision groups is

proposed. For the cooperative path decision problem,

it is reasonable to assume that the larger the distance

between two UAVs, the less their path decisions are

coupled. Thus, to control the number of UAVs involved

in each path decision, it is reasonable to: i) set a max-

imum distance Distmax beyond which the two UAVs’

path decisions are decoupled; ii) construct small groups

for path decisions with maximum number of Ng UAVs

based on a Nearest Neighbor Rule (NNR). The NNR

can be found in chapter 10 of [7], where it was used

for the problem of hierarchical clustering. Fig. 8 is

an example of the formation of decision groups for a

group of 7 UAVs with Ng = 3. The procedure is as fol-

lows:

1. Find the “nearest neighbors”7 of all the ungrouped

UAVs. (As shown in Fig. 8, the arrows start from the

UAVs point to their “nearest neighbors.”)

2. The two UAVs that have the shortest distance to each

other form a basic decision group (fUAV 3, UAV 5g
in this example).

3. This decision group increases by including a UAV

whose “nearest neighbor” is in the decision group.

(In this example, both UAV 7 and 4’s “nearest neigh-

bors” are inside the basic decision group fUAV 3,

7The “nearest neighbor” of a UAV is defined as the closest UAV

within a range of Distmax. Notice that, in the example, the distance

of UAV 6 to all the other UAVs is above Distmax. Therefore, UAV 6

has no “nearest neighbor.” Consequently, it forms a decision group

by itself.
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TABLE V

Decision Layers in the Simulation

Decision Layer Satisfactory Evaluation Criterion Strategy for

Objective (priority) Level for the Accomplishment Path Decision

Safe Navigation 1 ¿PS = 0:9 minf¼S(s),¿PSg multi-step

Classification 2 ¿CLS = 0:95 minfmaxf¹jg,¿CLSg one-step

Tracking 3 ¿MSE maxfMSE(j),¿MSEg one-step

Search 4 ¿PNNT = 1 minfPm,n,¿PNNTg one-step

Fig. 8. Formation of decision groups.

UAV 5g; UAV 7 is first selected since it has a shorter
distance to UAV 5 than the distance between UAV 4

and UAV 3.)

4. Repeat 3 on the current decision group, until it

reaches the capacity limit Ng or there is no unas-

signed UAV that should be added based on the NNR.

(In this example, fUAV 3, UAV 5, UAV 7g form the

first decision group.)

5. Repeat this procedure from step 1 for the ungrouped

UAVs, until all the UAVs are assigned to their re-

spective decision groups.

For the path decisions in a decision group, the UAVs

outside it are assumed to use their latest known con-

trols throughout the path decision procedure; thus, their

existence will not increase the complexity of the path

decisions in this decision group. By incorporating the

mechanism of decision group, the complexity of the

path decision algorithm only increases linearly with the

number of UAVs.

5.2. Cooperative Path Decision for UAVs with
Different Objectives

In practical applications, it might be desirable to al-

low the UAVs to focus on different tasks. The func-

tion of assigning different objectives to the UAVs can

be conveniently incorporated into the layered decision

framework using satisfactory level matrices. This is il-

lustrated by an example of multi-UAV surveillance with

heterogeneous objectives, where some of the UAVs are

dedicated to tracking, while the other UAVs focus more

on other surveillance tasks. In this case, instead of using

a satisfactory level in the decision layer of tracking, a

satisfactory level matrix ¿MSE is used, whose element

¿MSE(s,j) specifies the satisfactory level of the track ac-

curacy of target j to UAV s. Thus the desired track ac-

curacy of a target can be different for different UAVs. In

the path decision algorithm, once track j is sufficiently

accurate to UAV s, that is, dMSE(j,k)· ¿MSE(s,j), a de-
fault turn rate (0 rad/s) will be used for UAV s when

evaluating the sub-objective function (20) for target j.

This makes the sub-objective MSE(j,k) indifferent to

the control evaluations of UAV s, so that freedom in the

path decision of UAV s can be saved for other “unsat-

isfied” objectives.

5.3. Simulation Results

The proposed multiple UAV cooperative path deci-

sion algorithm is tested in a similar surveillance scenario

as in Section 4.3 but with 4 UAVs and 4 targets. The

decision layers of the path decision algorithm are shown

in Table V. The UAVs start out searching for targets in

the surveillance region. When a target is detected, the

UAV that is closest to the target will carry out the clas-

sification. Meanwhile the UAV group tracks the target

cooperatively. As in Section 5.2, the satisfactory level

matrix for tracking ¿MSE is a N £M matrix, where N is

the number of the UAVs andM is the number of targets.

The components in ¿MSE can be set dynamically during

the surveillance mission. In the simulation, for the sake

of simplicity, a predefined matrix

¿MSE =

26664
0 100 100 100

100 100 100 100

100 100 100 100

100 100 100 100

37775m2 (35)

is used. By setting ¿MSE(1,1) = 0 m
2, UAV 1 will focus

on the tracking of target 1 once it is detected, except

when there is a target for it to classify. Fig. 9 shows

the trajectories in single run of the simulation. Notice

that at the early stage of the simulation, UAV 1 moves

farther from target 1 to classify target 4, then it always

stays close to target 1, while the other 3 UAVs will not

try to stay as close to target 1 due to their relatively low

requirements in tracking accuracy.

Fig. 10 shows the minimum survival probabilities of

the UAVs. Like the results of the single UAV tracking

case in Section 4.3, drops in the survival probabilities

are very rare. The drops to about 0.75 occurred only

twice over the 100 MC runs. Fig. 11 is the RMS position
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Fig. 9. UAV trajectories in one simulation (three exclusive zones

are around the “asterisks”).

Fig. 10. Minimum survival probabilities of the UAVs (100 MC

runs).

error of the targets. The initial zero RMS position

errors indicate that the targets were not detected. Targets

1 and 3 were detected around time k = 20. Target 4

was detected around k = 40 and Target 2 was detected

around k = 70 (There were some slight variations from

run to run). It can be seen that target 1 is more accurately

tracked due to the effort of UAV 1. The RMS position

errors of the other targets satisfied the desired accuracy

of the other UAVs (10 m as defined in (35)) soon

after their detections, thus when the objectives with

higher priorities (classification and tracking) have been

accomplished, UAV 2—4’s path decisions are optimized

for search as long as the control decisions are “safe” for

the UAVs.

Fig. 11. RMS position error of the tracks (100 MC runs).

To summarize, the proposed path decision algorithm

for UAV group is able, with moderate complexity, to i)

guide a group of UAVs cooperatively for surveillance

missions with multiple objectives, and ii) achieve bal-

anced performance according to the various objective

specifications.

6. CONCLUSIONS

For a surveillance mission by a group of UAVs with

multiple objectives, generally the UAVs are guided by

the gradient information from a certain “combination”

of the objective functions. In this paper, the control of

the UAV is discretized into a finite set, which amounts

to sampling the objective functions over the continuous

control space. Comparisons of the sample values are

able to capture the gradient information in the objective

functions, thus guiding the UAV group for the surveil-

lance task.

More importantly, the discretization of control vari-

ables provides extra freedom in dealing with multiple

objectives in the surveillance mission. Accordingly, a

layered decision framework is proposed. Instead of us-

ing a single global objective function that is a weighted

sum of all the objectives, different objectives are treated

in separate decision layers in the order of their pri-

orities. Compared to the weighted sum approach, the

layered decision framework has the following advan-

tages: i) multiple objectives in the surveillance mission

are isolated; thus objectives with higher priorities are

free from possible compromises from the less important

ones; ii) for each objective, the specification of “satis-

factory” levels allow the algorithm to be more sensitive

to the entities (targets in tracking, sectors in search) that

demand more attention; iii) the layered decision frame-

work allows different path decision strategies to be used

for the objectives, which makes the algorithm efficient.

The discretized controls also allow the extension of

the time horizon of the path decisions, which is particu-
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larly important for the safe navigation of the UAVs. Ac-

cordingly, a multi-step look-ahead path decision strat-

egy based on the Rollout policy is proposed. When used

in the decision layer of safe navigation, this approach

produces significantly improved results.

To keep the algorithm computationally feasible for

large groups of UAVs, clustering of UAVs into small

decision groups is discussed. Further flexibility of as-

signing different tasks to the UAVs is also incorpo-

rated into the path decision algorithm. Simulation re-

sults show that the proposed multi-step look-ahead path

decision algorithm can effectively guide the UAV group

for multi-objective surveillance missions and its perfor-

mance is superior to the one-step look-ahead combined-

objective approach.
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Recent years have seen a trend towards unmanned multi-sensor

surveillance networks with large numbers of cheap and limited-

performance sensors. While these networks hold significant poten-

tial for surveillance, it is of interest to address fundamental limi-

tations in large-scale implementations. We first introduce a simple

analytical tracker performance model. Analysis of this model sug-

gests that scan-based tracking performance improves with increas-

ing numbers of sensors, but only to a certain point beyond which

degradation is observed. Correspondingly, we address model-based

optimization of the local sensor detection threshold and the number

of sensors. Next, we propose a two-stage tracking approach (fuse-

before-track) as a possible approach to overcoming the difficulties in

large-sensor surveillance, and we illustrate promising performance

results with simulated surveillance data.
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1. INTRODUCTION

While multi-sensor systems hold great potential for

surveillance performance, the technical challenges are

significant, and include the need for effective calibra-

tion as well as a statistically-valid characterization of

environmental uncertainties and contact measurement

errors. Additionally, automatic tracking and fusion pro-

cessing with active sensors must contend with high false

contact rates and target fading effects. Issues in multi-

sensor surveillance and numerous design approaches are

discussed in [4, 9, 24].

In [12—13], we present model-based, simulation-

based, and sea-trial tracking performance results with a

track-oriented, modular multi-hypothesis tracking

scheme. Of particular interest is the tradeoff between

centralized and multi-stage processing: we have found

that, when faced with significant target fading effects

and for modest false contact rates, distributed process-

ing can outperform centralized processing. This some-

what surprising result is based on the fundamental sub-

optimality of all tracking algorithms that must contend

with measurement origin uncertainty. This explains the

seeming contradiction with results in the nonlinear fil-

tering and distributed detection literature, in particu-

lar the well-known optimality of centralized processing

schemes [9, 25].

Ultimately, for sufficiently low-SNR target scenar-

ios, effective real-time automatic tracking is extremely

challenging regardless of the choice of data processing

architecture. One approach is to relax the real-time re-

quirement, and to leverage powerful batch processing

techniques [3]. However, such schemes are not easily

amenable to real-time surveillance requirements, and

generally assume non-maneuvering targets. An alterna-

tive approach in challenging scenarios is to consider

enlarging the surveillance network, possibly through

bootstrapping approaches that include sub-band pro-

cessing techniques [19], whereby a sensor is effec-

tively “replaced” with a number of slightly-degraded

sensors.

The latter approach (enlarging the surveillance net-

work) implicitly assumes that an increased number of

like-performing, calibrated, and registered sensors are

always to be preferred, i.e., more sensors are always

better than fewer. Is this true in general or are there

performance limits as the number of sensors becomes

large? This is the issue that we address in this paper.

We start by introducing in Section 2 a simple ana-

lytical model for tracker performance. We study tracker

performance as a function of local detection thresh-

old, number of sensors, and track management criteria.

The model supports the conclusion that there are per-

formance bounds on achievable performance in large

sensor networks.

Can we do better if we consider a more complex,

multi-stage processing architecture? In Section 3, we

describe the fuse-before-track (FbT) architecture and

18 JOURNAL OF ADVANCES IN INFORMATION FUSION VOL. 5, NO. 1 JUNE 2010



provide motivation for its use in large sensor networks.

The key insight that motivates the FbT architecture is

that it couples the advantages of batch processing in the

fusion step, followed by the advantages of scan-based

processing (real-time processing with a maneuvering

target model) in the tracking step.

It is important to note that we do not argue that

FbT will outperform a sufficiently complex centralized

processing scheme. Rather, our claim is that multi-

stage processing with a relatively simple tracking mod-

ule can achieve good performance results. Further, as

we will see in the Monte Carlo study, this perfor-

mance is achieved with a significantly lower computa-

tional effort than in centralized (single-stage) process-

ing.

The first stage in the FbT architecture is a static

fusion (or contact fusion) stage [4, 9]. In Section 4, we

study perhaps the simplest approach to contact fusion

that was suggested in [19] and is known as contact

sifting. We analytically characterize the performance of

this stage of processing, and experimentally validate

the performance model. We also briefly discuss an

alternative approach to contact fusion.

Section 5 presents a Monte Carlo study of multi-

sensor tracking performance for a representative multi-

target surveillance scenario. The results suggest that the

FbT architecture has merit and deserves further attention

by the target tracking community. Section 6 provides

conclusions and directions for future work. This paper

is an extended and improved version of [14—16].

2. TRACKER PERFORMANCE MODELING

Tracker performance modelling is addressed at

length in [4, 8]. Extensions that address target fading

effects and distributed tracking architectures are given

in [10, 12—13]. For our purposes here, we introduce a

simple tracker performance model that identifies a com-

pact relationship between scan rate and performance.

Scan rate is directly proportional to the number of sen-

sors and, thus, the model will support the subsequent

analysis on performance as a function of the number of

sensors.

2.1. Tracker Model

Modeling parameters:

² Target: kinematic “nearly constant position” motion

model in two dimensions with maneuvering index

q m2s¡1; fixed target SNR d;
² Sensor: each with scan every¢t sec; positional mea-

surements with covariance R; surveillance region of

size A m2, detection cells of size C m2, detection

threshold D;

² Tracker: declare track on N consecutive associated

detections, terminate track on K consecutive coasts

(missed updates), association probability gate PG and

gating parameter ° (with two-dimensional measure-

ments, ° = 9:2 corresponds to PG = 0:99; see details

in [8]).

The following derived quantities are of interest.

² Detection probability PD, where we assume Rayleigh-
distributed amplitude statistics [9]:

PD = exp

μ
¡ D

1+ d

¶
: (1)

² False alarm density per square meter, where we again
assume Rayleigh-distributed amplitude statistics:

¸=
exp(¡D)

C
: (2)

² False alarm rate per hour:

¸FAR =
3600 ¢¸A
¢t

: (3)

² Probability of correct association: we assume that

the statistical nearest neighbor is used for track up-

date, that the target-originated contact is one standard

deviation in each dimension from the true target lo-

cation, and that the track has steady-state filter co-

variance based on consecutive detection events. Thus,

letting S be the innovation covariance [4, p. 49] and

letting V be the validation region volume [4, p. 96],

we have:

PCA = exp(¡¸V) (4)

V = ¼jSj1=2 (5)

S = P(¡) +R (6)

P(¡) = P(+)+Q (7)

P(+) = P(¡)¡P(¡)(P(¡) +R)¡1P(¡) (8)

Q =

·
q¢t 0

0 q¢t

¸
: (9)

Note that P(¡) denotes the filter prediction covari-
ance, while P(+) denotes the filter update covariance.

Further, note that P(¡) is the solution to the (steady-
state) algebraic Riccati equation (ARE) [17].

² Probability of track update and miss (i.e., track coast),
where a track update requires that the current scan

include target detection, successful gating to the target

track, and correct association:

PU = PDPGPCA (10)

PM = 1¡PU: (11)

² Average track confirmation time (note that the ex-
pected value of the geometric distribution with pa-

rameter p is given by 1=p), where track confirmation

requires N consecutive, associated target detections:

¿C =
1

PN¡1U

μ
N ¡ 1+ 1

PD

¶
¢t: (12)
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² Average track hold time, where track termination is
achieved after K consecutive scans without an asso-

ciated target detection:

¿H =
1

PK¡1M

μ
K ¡1+ 1

PM

¶
¢t: (13)

Note that equations (12—13) both rely on nested ge-

ometric probability distributions–that is to say, the

sojourn time prior to tentative track initiation has a ge-

ometric distribution, as does the total track initiation

time. It is easy to show (by linearity of the expectation

operator) that equations (12—13) hold.

² Track detection probability, given by the fraction of
time during which a target has a corresponding con-

firmed track:

PTD =
¿H

¿C + ¿H
: (14)

² Probability of false update, given by one minus the
probability that no false contacts exist in the associ-

ation gate and again assuming steady-state filter co-

variance:

PFU = 1¡ exp(¡¸V°) (15)

V° = °¼jSj1=2: (16)

² Probability of false track, given by the probability that
a false contact leads to a sequence of associated false

contacts:

PFT = P
N¡1
FU : (17)

² False track rate per hour:

¸FTR =
3600 ¢PFT¸A

¢t
: (18)

For simplicity and to minimize the number of mod-

eling parameters, we have assumed track confirmation

on N consecutive detections rather than a more general

M-of-N track initiation criterion. The equations above

generalize easily to the M-of-N criterion, using the bi-

nomial distribution with parameters N ¡1 and PU for in
the target-present case, and parameters N ¡ 1 and PFU
in the target-absent case.

We have invoked several modeling simplifications,

including the impact of false updates on the true track

formation and maintenance. This effect is estimated

empirically in [8, pp. 207—208], as the impact is difficult

to capture analytically. Here, we assume for simplicity

that the impact of a false update in terms of track

degradation is comparable to that of a track miss.

An illustration of the Markov chain model that cor-

responds to the modeling above is given in Fig. 1.

The tracker performance model introduced here

shares some commonalities with the system operating

characteristics (SOC) curve introduced in [5]. One of

the differences is that the metrics of interest differ. In

[5], a single, fixed time window in considered, and track

detection and false track probabilities are computed.

Rather, here the track detection probability is a measure

Fig. 1. Markov chain model for tracker logical state, in the

target-present case. (A similar Markov chain applies to the

target-absent case.)

TABLE I

Model Simulation Parameters

Parameter Setting

Maneuverability index q 100 m2s¡1

Target SNR d 10 dB

Scan interval ¢t0 60 sec

Measurement covariance matrix R

·
100 0

0 100

¸
m2

Surveillance region A 108 m2

Detection cell C 100 m2

Detection threshold D 5.0—9.0 dB

Track initiation N 3

Track termination K 3

Association gate ° 9.2

Gate probability PG 0.99

of track hold, which answers the following question:

“For a given target, what is the probability that there is a

corresponding track at any given time?” The false track

rate identifies the number of false objects generated by

the tracker per unit time.

2.2. Tracker Performance Analysis

We are interested to examine input and output per-

formance curves (¸FAR vs. PD, and ¸FTR vs. P
T
D , respec-

tively) as a function of the detection threshold D, and as

a function of the number of sensors. The latter can be

addressed by setting the scan rate to ¢t=¢t0=Z, where
Z is the number of equally-performing sensors and ¢t0

is the single-sensor rate. Parameters are set as indicated

in Table I, and performance curves are in Fig. 2. (Note

that by object we mean either contact or track.)

Key conclusions are as follows:

² Tracking provides a roughly two-order-of-magnitude
reduction in false objects, with comparable object

detection performance.

² With a low constraint on false object rate, it is best to
use few sensors.
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Fig. 2. Performance curves for several network-size assumptions.

Solid lines characterize sensor performance, while dotted lines

characterize tracker performance as characterized by the analytical

model in Section 2.1.

² With a larger constraint on false object rate, it is best
to use more sensors.

² For any given number of sensors, unlike the behavior
of the (monotonic) input ROC curve, a maximum in

track-level detection is achieved for a non-zero SNR

detection threshold.

2.3. Optimal Detection Threshold and Number of
Sensors

An approach to improve centralized tracking perfor-

mance is to optimize the local sensor detection threshold

(D) as well as the number of sensors to be processed

(Z), as a function of a constraint on the false track rate.

We anticipate that this will lead to a performance curve

that is the envelope of the family of curves shown in

Fig. 2.

For a given ¸FTR, we wish to optimize the local

sensor detection threshold (D) as well as the sensor

scan rate ¢t (from which we infer the number of

sensors). This optimization problem can be recast as

the following constrained maximization problem:

max
¢t,DT

PTD (¢t,D)

s.t ¸FTR(¢t,D) = ®:

(19)

Note that the dependence of PTD on ¢t is complex,

since PU and PM both depend on ¢t. This optimization

problem does not lend itself to an analytical solution.

Using the same parameter settings as in Table I, the

solution to equation (19) leads to the envelope of the

family of curves in Fig. 2, as illustrated in Fig. 3.

(Optimization is performed using the function fmincon
in MATLAB.)

It is instructive to examine the optimal scan interval

¢topt and the optimal detection threshold Dopt as a

Fig. 3. Performance curve obtained solving the optimization

problem (22).

Fig. 4. Optimal scan interval (inversely proportional to number of

sensors) as a function of ¸FTR.

Fig. 5. Optimal detection threshold as a function of ¸FTR.

function of ¸FTR; these are illustrated in Figs. 4—5. It

is interesting to note that, with increasing ¸FTR, the

optimal PTD is achieved with a reduction in both ¢t and

D: we both increase the number of sensors and lower

the detection threshold.
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Fig. 6. Performance curves for several network size assumptions

with adaptive track-management parameters. Solid lines characterize

sensor performance, while dotted lines characterize tracker

performance as characterized by the analytical model in Section 2.1.

Note that our analysis has been limited to the as-

sumptions of equally-performing sensors with identical

detection thresholds. Relaxing either of these assump-

tions introduces the need for a more complex tracker

performance model.

2.4. Tuning the Track Management Parameters

A possible objection to the results in Sections 2.2—

2.3 is that we use the same track initiation and termina-

tion criteria throughout. More generally, one might wish

to adapt the parameters N and K to the data rate and to

the detection threshold. A fully adaptive selection of

these parameters is quite complex. We may, however,

seek to vary N and K as a function of the data rate

only. In particular, neglecting the dependence of PFU on

the data rate, we can achieve a comparable false track

rate by setting N(Z) in the case of Z > 1 sensors as

follows, where N(1) =N0. We set the false track rate to

be independent of the number of sensors:

¸FTR =
3600 ¢PN(Z)¡1FU ¸A

¢t=Z
=
3600 ¢PN0¡1FU ¸A

¢t
:

Neglecting the dependence of PFU on the scan rate leads

to the following simple relationship between the track

confirmation window length and the number of sensors:

N(Z) =N0 +
logZ

log(1=PFU)
: (20)

We scale the parameter K in a comparable manner.

As a result of adaptively-selected track-management

parameters, the curves in Fig. 2 are modified to those

shown in Fig. 6. The corresponding values of N (and

K) are given in Table II.

Fig. 7. Candidate fusion and tracking architectures.

TABLE II

Adaptive Track Management for the Results in Fig. 2

Number of Sensors (Z) Track Initiation (N)

1 3

10 4

100 5

1,000 5

10,000 6

We find that adaptive track management does have

an impact on centralized tracking performance. In par-

ticular, note that the 100-sensor performance curve is

better than the 10-sensor curve, which in turn out-

performs the one-sensor curve. Nonetheless, the qual-

itative findings noted above still hold: significant re-

duction in false objects with automatic tracking, non-

monotonicity in tracker performance curves, and satu-

ration in performance benefits for a large-enough num-

ber of sensors. Correspondingly, the optimal choice for

the number of sensors still depends on the false track

requirement.

3. THE FUSE-BEFORE-TRACK ARCHITECTURE

Is it possible to exceed centralized tracking perfor-

mance? At a conceptual level, the answer would seem

to be no: every algorithmic step that is possible in multi-

stage or distributed processing can be achieved in a cen-

tralized processing configuration.

A practical question of interest is whether a particu-

lar (sub-optimal) tracking module is better employed in

a single-stage processing architecture or in a two-stage

architecture. For the latter approach, we are interested

to explore a fuse-before-track (FbT) processing scheme,

whereby contact fusion across sensors precedes tracking

over time. The two approaches are illustrated in Fig. 7.

It is important to note that the FbT architecture

supports real-time processing just as the centralized

architecture does: as fused contacts are produced,

they provide input to the second-stage scan-based

tracker.

For the purposes of this discussion, the particular

choice of tracking module (here, a track-oriented multi-
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hypothesis tracker [12—13]) is not critical; however,

what is critical is that our tracker is representative

of a real-time, scan-based algorithm that necessarily

discards data-association hypotheses (in the case of non-

Bayesian tracking) or that combines hypotheses (in the

case of Bayesian tracking). Indeed, while amenable to

real-time surveillance requirements, scan-based tracking

approaches lack the performance potential of batch

processing schemes such as [3].

For simplicity, we assume that the (active) sensors

are (nearly) synchronized; that is, we assume that the

scans of contact-level data are acquired for the same

sequence of times, for all sensors. An alternative time-

series representation of the two architectures in Fig. 7

is illustrated in Fig. 8.

The motivation for investigating the FbT architec-

ture is as follows. The static fusion stage is not hindered

by the requirement for scan-based processing, since all

the sensors scan the surveillance region simultaneously.

Thus, for large sensor networks, the two-stage architec-

ture leverages the strength of batch processing in the fu-

sion stage, while maintaining the real-time surveillance

requirement with scan-based tracking.

Let us return for a moment to the argument that the

same processing results obtained with FbT are in prin-

ciple achievable with single-stage or centralized pro-

cessing. After all, as we saw in the model-based re-

sults documented in Section 2, there is an advantage

to appropriately scaling the track-management param-

eters with the sensor data rate. However, key data as-

sociation parameters do not scale well with increasing

data rate. For instance, for computational reasons, the n-

scan track hypothesis depth parameter that is common

in multi-hypothesis tracking (MHT) approaches cannot

be scaled with the data rate. A similar consideration

holds for multiple-model filters. Thus, as we will see in

Section 5, an adjustment to track-management param-

eters for centralized processing is insufficient to match

the promising performance results exhibited by the FbT

architecture.

4. STATIC FUSION AND THE CONTACT SIFTING
APPROACH

We focus now on the static fusion problem, which

represents the first stage in the fuse-before-track (FbT)

architecture. We will introduce the concept of probabil-

ity of localization and use this concept in studying the

(simple) contact sifting approach and its performance

characteristics; subsequently, we will briefly discuss an

alternative approach to static fusion.

4.1. Probability of Localization

Assume we have a surveillance region A composed

of Ncell detection cells of equal size. Assume further

that detection statistics in both the target-present and

Fig. 8. FbT includes static fusion and scan-based tracking.

target-absent cases follow Rayleigh statistics, and that

the expected target SNRs are given by d. Given a

detection threshold D, it can be shown that targets have

the following detection probability (same as equation

(1)):

PD = exp

μ
¡ D

1+ d

¶
: (21)

Further, the probability of false contact in any cell

is given by:

PFA = exp(¡D): (22)

Accordingly, the number of false contacts is Poisson

with parameter ¸A = PFANcell. Further, the false contacts

are uniformly distributed in the surveillance region.

The well-known classical ROC curve in this case is

given by varying D over a range of values, with the

following relationship between PD and PFA:

PD = (PFA)
1=(1+d): (23)

A slightly modified ROC curve provides PD as a

function of the expected number of false contacts (same

as ¸A):

NFA = PFANcell: (24)

From an operational perspective, we are interested

in detecting and localizing targets: target detections that

are distant from the true target location are indistin-

guishable from false contacts; similarly, false contacts

that fortuitously are close to the true target location are

indistinguishable from target detections. Thus, we intro-

duce the notion of probability of localization: the prob-

ability that a contact exists close enough to the target.

This notion couples detection and localization metrics

into a single quantity of interest; related work on the

coupling between detection and localization objectives

is found in [21].

Assume that our sensor provides two-dimensional

Cartesian positional measurements of target location,

with uncorrelated and identically distributed Gaussian

errors in x and y, and variance ¾2x . Let " be the maximum

distance for acceptable target localization. This defines

a circular validation region around the target of area

B = ¼"2. False contacts are uniformly distributed in this

region with parameter ¸B = ¸AB=A. Define » = "=¾x.
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The probability of localization PL is the following:

PL = PD

μ
1¡ exp

μ
¡»

2

2

¶¶
+(1¡ exp(¡¸B))

¡PD
μ
1¡ exp

μ
¡»

2

2

¶¶
(1¡ exp(¡¸B)):

(25)

The first term is the probability that a target is detected,

with the detection lying in the validation region. The

second term is the probability that at least one false

contact is in the validation region; it can be derived by

denoting C = (1¡B=A) and observing that the proba-
bility that no false contact is in the validation region is

given by:

1X
k=0

¸kA
k!
exp(¡¸A)Ck = exp(¡¸A(1¡C))

£
1X
k=0

(¸AC)
k

k!
exp(¡¸AC)

= exp(¡¸AB=A) = exp(¡¸B):
The third term in equation (25) is the probability

that both target and non-target contacts are present in

the validation region.

Contact sifting performance is defined analytically

through equations (21—25). Note that these equations

are based on some simplifying assumptions:

² Targets are not closely spaced: the model does not
account for the presence of contacts from one target

in the validation region of another.

² Targets are not near the edge of the surveillance
region: we consistently use B as the size of the

validation region.

² The impact of imperfect sensor resolution (grid cell
size) is neglected: false contacts are assumed to be

uniformly distributed in the surveillance area, and tar-

get detections are Gaussian distributed and centered

on true target location.

² False contact statistics are based on the contact-absent
case. That is, we do not include target contacts outside

the validation region in the model for the number of

false contact: the impact is minimal for non-trivial

false contact rates.

Note that in the limit "! 0 and »! 0 (i.e., ¾x! 0

faster than "! 0), we see from equation (25) that

PL! PD. (One can think of PL as a generalization of

PD in the presence of localization error.)

It is important to use the probability of localization

as defined here (i.e., detection and localization) as a

performance measure, rather than simply the probability

of detection. Indeed, we are interested in comparing

the performance at the input and output of the static

fusion process. Accordingly, it is important to measure

performance consistently: at the output of static fusion

processing, we define target-induced and false contacts

based on a localization threshold.

4.2. Contact Sifting Performance

Assume we have N independent identical sensors

with performance as described in the previous section.

Note that N in this section should not be confused with

the track-initiation window size in Section 2: the two

may be different in general.

Indeed, note that in Section 2 we reasoned over

both Z sensors and the temporal window of N scans

for track initiation. Here, we study the static fusion

problem, where we can alternatively think of having a

set of synchronous sensors, or a set of scans from the

same sensor. That is, we only have Z or N to consider.

We have chosen to denote this buffer size by N, as

this buffer size relates directly to the previous track-

initiation discussion.

Surveillance performance will depend critically on

the specific fusion algorithm that we employ to combine

N sets of contacts into a single set. In this section, we

consider the simple batch-processing approach.

Even with the assumption of like-performing sen-

sors, one might ask whether optimal multi-sensor per-

formance will be achieved by requiring that all sensors

use the same detection threshold D. It is known from

the distributed detection literature that the assumption of

equal local thresholds may lead to sub-optimal perfor-

mance; nonetheless, in certain cases optimality is indeed

achieved with identical local thresholds [25]. Further,

under this assumption the form of the optimal fusion

rule is known to be of the form K-of-N, though the

optimal choice of K will depend on the local threshold,

i.e., a fixed K-of-N fusion rule is not optimal in gen-

eral. ROC performance of the K-of-N fusion rule is the

following [22]:

PD(K,N) =

NX
j=K

μ
N

j

¶
P
j
D(1¡PD)N¡j (26)

PFA(K,N) =

NX
j=K

μ
N

j

¶
P
j
FA(1¡PFA)N¡j : (27)

Note that K in this section should not be confused

with the track-termination threshold defined in Sec-

tion 2.

As in the single-sensor case, we are interested in a

slightly modified definition of the classical ROC curve,

where we replace PFA(K,N) with NFA(K,N); these are

related as follows:

NFA(K,N) = PFA(K,N)Ncell: (28)
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For simplicity, we proceed with an assumption of

equal local sensor statistics and local detection thresh-

olds. The contact sifting approach relies on a sifting grid

in measurement space. In each sifting cell, we sum the

number of contacts over all N sensors. Sifting cells in

which the number of contacts exceeds K lead to a fused

contact, with localization based on appropriate averag-

ing over the location of the single-sensor contacts (ac-

counting for contact uncertainties).

In order to develop a simple model for contact sift-

ing performance, we introduce a number of simplifying

approximations, in addition to those previously intro-

duced. The impact of these simplifying approximations

will be evaluated experimentally.

² Assume targets are located at the center of sifting
cells.

² Assume sifting cell size and shape is same as the
validation region B introduced previously.

² Neglect overlaps among circular grid cells, and as-
sume the cells fully cover the surveillance region.

This simplifies the computation of false contact statis-

tics, and ensures that successful localization corre-

sponds precisely to fused contacts in target-present

cells.

Let the random variables NcellT and NcellFA denote the

number of target and non-target contacts in a partic-

ular sifting cell, respectively. Then, the probability of

localization PL(K,N) can be expressed by leveraging the

following decomposition:

PL(K,N) = P(N
cell
T +Ncell

FA ¸ K)

= P(Ncell
T ¸K) +

K¡1X
j=0

P(Ncell
T = j)P(Ncell

FA ¸ K ¡ j):

Accordingly, letting P̃D = PD(1¡ exp(¡»2=2)), we
have

PL(K,N) =

NX
j=K

μ
N

j

¶
P̃
j
D(1¡ P̃D)N¡j

+

K¡1X
j=0

"μ
N

j

¶
P̃
j
D(1¡ P̃D)N¡j

1X
i=K¡j

¸iB
i!
exp(¡¸B)

#
:

(29)

The expected number of false contacts ÑFA(K,N) is

given by the following, where Nsiftcell is the number of

sifting cells that is not to be confused with the number

of sensor grid cells Ncell:

ÑFA(K,N) =N
sift
cell

1X
j=K

(N¸B)
j

j!
exp(¡N¸B): (30)

More compact analytical expressions for (29—30)

based on the incomplete gamma function [1] are given

as follows:

PL(K,N) =

NX
j=K

μ
N

j

¶
P̃
j
D(1¡ P̃D)N¡j

+

K¡1X
j=0

·μ
N

j

¶
P̃
j
D(1¡ P̃D)N¡j¡ (K ¡ j,¸B)

¸
(31)

ÑFA(K,N) =N
sift
cell¡ (K,N¸B): (32)

Further, when N is large enough and ¸B small,

PL(K,N) given by equation (29) can be calculated by
using the Laplace-De Moivre approximation [20]:

PL(K,N) =Q

0@ K ¡NP̃Dq
NP̃D(1¡ P̃D)

1A : (33)

Q(¢) is the complementary distribution function of
the standard normal random variable:

Q(x) =

Z 1

x

1p
2¼
e¡t

2=2dt: (34)

It is of interest to compare ROC curves based on

equations (28—30) with performance curves based on

equations (31—32). Letting Nsiftcell =Ncell, we have PFA =
¸B . For large N, we have exact equivalence of equations

(28) and (30); we have reasonable agreement for modest

values of N. Next, we examine the limit "! 0 and »! 0

(i.e., ¾x! 0 faster than "! 0) in equation (29). Note

that this limit impacts both the validation region and
the sifting cell size, as we have fixed these to be the

same. We have both P̃D! PD and ¸B ! 0. It follows

immediately that PL(K,N)! PD(K,N).

Thus, contact sifting with Nsiftcell =Ncell, extremely

small localization errors (¾x! 0), and extremely large

number of sensors (N!1) corresponds precisely to
the distributed-detection problem characterized by equa-

tions (26—28). Even for finite N, there is close agree-

ment with the analytical performance curve given by

equations (29—30).

The choice of contact sifting cell size has inherent

tradeoffs. Large cells will reduce the contrast between
target-absent and target-present statistics. Likewise, a

small cell containing a target is less likely to contain

those target-originated contacts that incur significant lo-

calization errors. In addition to cell size, the choice of

threshold parameter includes non-trivial tradeoffs. As
in distributed detection theory (and as noted earlier), in

general the optimal contact-sifting fusion rule will de-

pendent on the single-sensor (local) detection threshold.

Experimental validation of contact sifting perfor-

mance (equations 29—30) is documented in [14].

4.3. Other Approaches to Contact Fusion

The contact sifting algorithm is not effective in close-

target scenarios. Another approach to the problem is
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to consider a multi-sensor probabilistic data association
algorithm. Further details of this approach may be found

in [16].
Under this approach, we take a generalized likelihood

ratio test (GLRT) approach for both the detection and

estimation problems. For each hypothesized target, we
find its location estimate that maximizes the likelihood
function, and choose the hypothesis that has the largest

likelihood. This results in a procedure that maximizes
the likelihood function with respect to the number of
targets and their respective locations.

A constraint is imposed on the maximum allowable
number of targets present in the surveillance region. A
sequential search over the number of targets is used for

a computationally feasible solution. The technique pro-
vides location estimates as part of the detection process.
The location estimates can always be further refined by

an estimation process. This approach in a different con-
text is developed in [6—7]. In [7], comparisons are made

between the proposed method and the unstructured and
structured techniques based on Akaike information the-
oretic criteria (AIC) [2], minimum description length

(MDL) [23], and Bayesian predictive density [11].
A known limitation of the GLRT approach is the

runaway degree-of-freedom phenomenon. In [16], by

not considering a penalty factor as prescribed by the AIC
or Bayesian Information Criterion (BIC) approaches, we
did face the problem of overestimating the number of

targets.
Compared to the more complex approaches to con-

tact fusion, the contact-sifting algorithm is simple and

handles situations where we have large number of tar-
gets, albeit not closely spaced.

5. FUSE-BEFORE-TRACK PERFORMANCE STUDY

We have argued in Section 3 that the fuse-before-

track architecture holds potential for target tracking

in large sensor networks. Here, we provide results of

Monte Carlo experimental validation. For both the cen-

tralized and FbT architectures, we use a track-oriented

multi-hypothesis tracker [12—13]. Simulation and algo-

rithmic parameters are in Table III.

We have stochastically-generated target ground truth

based on a nearly constant velocity motion model, for

which positional measurements are obtained from a

number of like-performing sensors that are synchro-

nized in time and with a fixed sensor revisit time. All

target trajectories are initiated at scenario initiation and

target death results if a target exits the scenario area. Ini-

tial target location is uniformly distributed in the surveil-

lance region. The tracker is assumed to have knowledge

of target motion and sensor parameters; by this we mean

that the statistical characteristics of target motion and of

the sensor measurement error are known.

Performance evaluation relies on track classification,

whereby those tracks with sufficiently large average lo-

calization error from all target trajectories are classified

TABLE III

Parameters for Single-Sensor Tracking, Multi-Sensor Tracking, and

FbT Simulation-Based Performance Evaluation

Parameter Setting

Monte Carlo realizations 500

Number of targets 10

Target SNR 13 dB

Target maneuverability index 0:01 m2s¡3

Initial velocity std. dev. 1 ms¡1

Sensor threshold 10.5 dB

Contact measurement error std. dev.

(in both x and y dimensions)

10 m

Number of sensors 10

Sensor revisit time 10 sec

Scenario duration 3 min

Surveillance region (1:5 km)2

Detection cell size (1 m)2

Sifting cell size (30 m)2

Sifting threshold (number of contacts) 3

Track initiation (FbT) 4-of-4

Track initiation (centralized) 12-of-40

FbT track termination (allowed misses) 3

Centralized track termination (allowed misses) 20

Hypothesis tree depth (n-scan) 2

Track classification distance threshold 14.14 m

as false. Otherwise, the closest trajectory is identified.

For tracks that extend in time beyond a given target

death, the last target location is used for positional com-

parison.

Note that the track-initiation setting for the multi-

sensor (centralized) configuration is different than in

FbT, so as to have a comparable track rate at the

processing output. Indeed, a concatenation of M-of-N

track initiation criteria is roughly comparable to a rule

where the Ms are multiplied together, and likewise for

the Ns. Similarly, it can be verified that a track that is

kept alive with a concatenation of M-of-N rules (with

M = 1 in the second stage) has maintenance statistics

comparable to a single (centralized) 1-of-N with an

appropriate choice of N (in our case, 20 allowed missed

detections).

Similarly, track termination is based on the maxi-

mum time since the last track update, rather than on the

number of missed updates.

The sensor threshold and target SNR settings above

lead to a target probability of detection (PD) of 0.62. The

sensor threshold, detection cell size, and surveillance

region sizes lead to a contact false alarm rate (¸FAR)

of 30 contacts per scan. Given the scenario revisit time

and scenario duration, for each Monte Carlo realization

there are 18 contact files for each sensor, and 180 in

total, leading to 18 fused-contact files.

Given the sifting cell size and sifting thresholds

above, the first stage of FbT processing generally leads

to approximately 20 fused contacts per scan. The fused-

contact location is given by the mean of the contacts in

the sifting cell and, correspondingly, the fused-contact

measurement covariance is smaller than that of single-

sensor contacts. These statistics follow directly from
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Fig. 9. One realization in the simulation-based analysis of centralized and fuse-before-track processing. False contacts are black dots,

target-originated contacts are magenta dots, target trajectories are magenta, fused contacts in FbT processing are blue dots, FbT tracks are

blue, and centralized tracks are red.

TABLE IV

Tracker Performance Results

Metric Centralized FbT

PT 0.90 0.60

¸FTR 186 28

Execution time ratio 0.78 0.013

least-squares estimation, and may alternatively be in-

terpreted as the result of Kalman filtering of a sequence

of contacts at the same measurement time.

Performance results are given in Table IV. Note

first that the overall input false contact rate is roughly

108,000 contacts per hour. Thus, in both centralized and

FbT configurations, target tracking provides a signifi-

cant data reduction.

The key track detection statistics are track hold (PT),

the average fraction of time during which an active

track exists on a target, and the false track rate (¸FTR),

the number of false tracks produced per unit time. The

centralized tracking and FbT results are comparable: the

former has better track hold, while the latter has a lower

false track rate. Both achieve a dramatic reduction in

false objects, for a track hold that is comparable or better

than the target probability of detection.

The results documented here are encouraging, since

the first stage of FbT processing (static fusion) could

be improved further, as discussed in Section 4.3. Thus,

the FbT architecture is promising and deserves further

investigation.

Perhaps a more compelling motivation for the FbT

architectures is the dramatic improvement in processing

time. Indeed, contact sifting provides a dramatic reduc-

tion in the contact data rate: fused contact files include

approximately 20 contacts. This, combined with the ten-

fold reduction in the number of contact files, leads to

considerable computational savings in MHT processing.

The savings in execution time are a combination of re-

duced computational load as well as saving in reading

and writing a much small number of input and output

files, respectively.

The execution time ratio in Table IV is the ratio of av-

erage tracker processing time and scenario duration. We

see that centralized tracking achieves slightly faster than

real-time processing, while FbT requires only a small

fraction of the processing time. (Results are generated

on a DELL OPTIPLEX GX620 with Intel Pentium D

processor.)

Fig. 9 provides an illustration of a realization of

contact-level and track-level data, while Figs. 10—12 il-

lustrate some examples in detail. As indicated in Ta-

ble III, generally we find that the FbT approach ex-

hibits good track stability, at the cost of a longer track

initiation time that in turn induces a lower track hold

than in centralized tracking. Centralized tracking ex-

hibits poorer tracking stability and, correspondingly, a

higher false track rate.

The example in Fig. 12 shows two target trajectories

that start in close proximity. While it takes longer to

initiate tracks with the FbT approach, this is achieved

without false track formation.

It should be noted that this study has been limited

to random target tracks in a fairly wide surveillance re-

gion, which rarely leads to dense multi-target instan-

tiations. These would challenge the FbT architecture

as implemented here, as the first-stage contact-sifting

FUSE-BEFORE-TRACK IN LARGE SENSOR NETWORKS 27



Fig. 10. An instance of comparable performance of centralized (red) and FbT (blue) tracks.

Fig. 11. An illustration of lower track hold but with more stable tracks in the FbT (blue) approach.

algorithm is known to be inappropriate for close-target

cases. Likewise, in a computational sense, dense-target

scenarios would challenge the centralized tracker more

severely than it would in the FbT approach.

6. CONCLUSIONS

While large sensor networks hold great potential
for surveillance performance, current scan-based target

tracking technology by itself may not offer the best pro-

cessing paradigm. Conversely, existing batch process-
ing approaches do not provide real-time surveillance

outputs. Thus, we believe a two-stage architecture that
leverages the strengths of both batch and scan-based
processing holds great potential for effective surveil-
lance performance. In particular, contact fusion for a
large number of nearly simultaneous sensor scans may
be followed quite effectively by scan-based tracking.
This paper has addressed these contributions. First,

in Section 2 we introduced an analytical performance
model for scan-based tracking, and studied the perfor-
mance limitations that the model suggests for increasing
date rates (or number of sensors). Next, in Section 3
we introduced the fuse-before-track (FbT) architecture
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Fig. 12. Another illustration of reduced FbT (blue) track hold, but without false track confirmation as observed in the centralized case (red).

for automatic tracking in large sensor networks, which
includes contact fusing followed by scan-based track-
ing; the specific FbT instantiation that we have imple-
mented utilizes the contact sifting algorithm followed
by an MHT tracker. After validating an analytical per-
formance model for contact sifting and briefly describ-
ing another approach to contact fusion in Section 4,
in Section 5 we describe simulation results that com-
pare centralized and FbT processing results. We found
that both approaches hold some merit and indeed both
provide a dramatic reduction in false object rates. The
FbB provides considerable computational savings, good
track stability, and a lower false track rate, at the cost
of reduced track hold.
A number of directions for future work exist. Prin-

cipally, and in addition to a more effective first stage
in the FbT architecture to handle closely-spaced target
scenarios, the future direction includes an analysis of the
impact of synchronized vs. staggered sensor sampling
times [18, 26], for which analysis in the large-sensor
case is lacking.
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A Pragmatic Approach for the

use of Dempster-Shafer Theory

in Fusing Realistic Sensor Data
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This article addresses the performance of Dempster-Shafer (DS)

theory, when it is slightly modified to prevent it from becoming too

certain of its decision upon accumulation of supporting evidence.

Since this is done by requiring that the ignorance never becomes

too small, one can refer to this variant of DS theory as Thresholded-

DS. In doing so, one ensures that DS can respond quickly to a

consistent change in the evidence that it fuses. Only realistic data

is fused, where realism is discussed in terms of data certainty

and data accuracy, thereby avoiding Zadeh’s paradox. Performance

measures of Thresholded-DS are provided for various thresholds

in terms of sensor data certainty and fusion accuracy to help

designers assess beforehand, by varying the threshold appropriately,

the achievable performance in terms of the estimated certainty,

and accuracy of the data that must be fused. The performance

measures are twofold, first in terms of stability when fused data

are consistent, and second in terms of the latency in the response

time when an abrupt change occurs in the data to be fused. These

two performance measures must be traded off against each other,

which is the reason why the performance curves will be very

helpful for designers of multi-source information fusion systems

using Thresholded-DS.
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1. INTRODUCTION

Potential users of Dempster-Shafer (DS) theory

[5, 10] are often faced at the outset with a list of its

pitfalls, which they must somehow solve or at least live

with:

1. When confronted with Bayesian reasoning over N

identities, DS theory seems at a disadvantage. In-

deed, since DS theory reasons over the power set,

which has 2N ¡1 elements, excluding the null set,
the storage of all of the intermediate fusion results

and the processing of them quickly can become over-

whelming, when compared to Bayesian reasoning.

However, many solutions were developed from 1993

until 1997, such as those of Simard et al. [4, 11],

Tessem [14], and Bauer [1]. They all involve ap-

proximation (or truncation) schemes with 3 tunable

parameters, and some have been researched exten-

sively [2, 3] as to which values are appropriate for

a given situation. One therefore takes the view that

this problem can be solved, and we will then focus

on cases with small values of N.

2. When the evidence to be fused is too consistent,

DS theory will become certain of it after a suffi-

cient number of steps, and will have an extremely

hard time to react to a sudden real change in the

evidence to be fused. This was solved by Simard et

al. [4, 11] by preventing the ignorance from falling

below a certain threshold, hereafter called Imin, after

each fusion step, one of the three tunable parameters

mentioned previously. After setting the ignorance to

Imin, all the other masses are rescaled proportion-

ately, so that these rescaled masses now sum up to

(1¡ Imin). This is the approach we will follow here.
3. When evidence is too conflicting, the normalization

step in DS theory can cause wild behaviours from

one extreme to another. This is partially a problem

in modeling the uncertainty of the data to be fused.

We take the approach that the data must correctly be

modeled by specifying its accuracy and certainty in

a reasonable and realistic manner.

At this point, one should make more precise what is

meant by data certainty and accuracy:

1. Certainty is a feature of the sensor that declares that

a certain proposition is true with a given mass value

m. With little loss of generality, one can assume for

simplicity that the sensor declares only one propo-

sition with mass m, and that the rest is assigned to

the ignorance. This is likely the case, when the time

allowed for decisions is critical, since it provides at

each time step only one likely candidate for the dec-

laration. In the example scenario described later, an

Electronic Support Measures (ESM) sensor is likely

to provide such a behaviour. In order to stress this

point, the article will always mention in the text “sen-

sor certainty.”
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2. Accuracy refers here to how often the data is likely

to be wrong. For example, the association mecha-

nism that is necessary to select which sensor data

is to be associated to which track can sometimes be

erroneous, particularly if it is single scan in nature.

Accuracy is therefore a characteristic of the fusion

process, not the sensor itself. In the case of the ESM

sensor, miss-associations can occur for the bearing-

only reports when the targets are densely found in

that bearing angle. In order to stress this point, the

article will always mention in the text “declaration

accuracy.”

One should point out at this time that any sensor will

have a value for the uncertainty (or certainty) of its dec-

laration(s), and that, however complex the association

mechanism, the association mechanism will occasion-

ally err in its contact-to-track (or track-to-track) correla-

tions, which will provide an inaccuracy in the fusion re-

sults. In this sense, the performance characteristics that

will be provided later below for Thresholded-DS can be

applied to a wide range of sensors and positional fusion

algorithms, with only very minor modifications.

2. STATEMENT OF THE PROBLEM AND SCENARIO

The selected problem was already used in publica-

tions [6—8] that addressed the use of Dezert-Smarand-

ache (DSm) theory [12, 13] and compared it to Thresh-

olded-DS. When the two approaches were compared

in these publications, the focus was on DSm perfor-

mance, while neglecting Thresholded-DS performance.

It became quickly clear that, if one did not insist on

conformance to STANAG 1241 [9] (which only DSm

can provide), Thresholded-DS theory performed quite

well. This article aims to fill this gap by exploring at

much greater length the stability and response time of

the theory for various threshold levels Imin in terms of

sensor data accuracy and declaration certainty.

A possible illustration of the problem chosen is

through the fusion of three types of ESM reports: Friend

(*gq1), Neutral (μ2), or Hostile (μ1). Since N = 3, the
first pitfall of DS theory mentioned in the introduction is

avoided, and no approximation schemes are necessary.

The approach followed in this article will be to study

the ESM problem using a Modeling and Simulation

(M&S) approach, first on specific representative scenar-

ios, followed by a thousand Monte-Carlo runs to con-

firm the conclusions that can be reached.

The list of the prerequisites that any scenario must

address are:

² Should have a clearly defined ground truth, which is
sufficiently complex to test stability and latency in the

response time.

² Should contain sufficient miss-associations, leading
to values of average fusion accuracy that are in a

realistic range.

² Should only provide partial knowledge about the

ESM sensor declaration and to varying degrees,

which therefore leads to sensor uncertainty (or sensor

certainty) values that are in a realistic range.

The following scenario parameters have therefore

been chosen accordingly:

1. The known ground truth is Friend (μ1) for the first
50 time stamps of the scenario, and Hostile (μ3) for
the last 50 time stamps.

2. The percentage of correct associations is approxi-

mately Acc%, corresponding to countermeasures ap-

pearing (100¡Acc)% of the time. Acc% will be ex-

plored over a realistic range between 60% and 90%.

If the accurate allegiance is Friend (as is the case

for the first 50 time stamps), then the declarations

which correspond to miss-associations are equally

distributed between Neutral and Hostile. Similarly,

for the last 50 time stamps when Hostile is the cor-

rect allegiance, the miss-associations are distributed

evenly between Friend and Neutral.

3. The ESM declaration has a mass of m, with the rest

(1¡m) being assigned to the ignorance, reflecting a
certainty percentage Cer% in the declaration. Cer%

will be explored over a realistic range between 60%

and 90%.

This section will show a representative example of

such a scenario, but the rest of the paper addresses the

general trends that can be established from 1000 Monte-

Carlo runs, where a different random seed is chosen for

each member of the sequence in each Monte-Carlo run.

Thresholded-DS should be able to adequately rep-

resent the main features of the ground truth (which is

known in an M&S approach), namely

1. Show stability under occasional miss-associations,

namely show stability when fused data are generally

consistent, specifically for the first 50 time stamps

(after a short ramp-up time) and the last 50 time

stamps (after the ramp-up time, or latency, due to

the allegiance change).

2. Switch allegiance when the ground truth does so,

namely have a reasonable measured latency in the

response time (or delay, hereafter denoted ¢) when

an abrupt change occurs in the data to be fused.

A typical scenario, with the random number gener-

ator set to produce on average (for a set of Monte-Carlo

runs) an Acc%= 80%, is shown in Fig. 1, with the x-

axis representing the time index.

For this scenario, Thresholded-DS achieves the re-

sults shown in Fig. 2, given a typical value of Imin =

0:02. In Fig. 2, the x-axis represents the time index,

and the y-axis represents the value of basic belief as-

signment (or mass) associated with the given hypothe-

sis. Note that Thresholded-DS therefore never becomes

more than 98% sure of its fused result (as mentioned in

the introduction).
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Fig. 1. Typical scenario with Acc%= 80%.

Fig. 2. Thresholded-DS for the typical scenario with Acc%= 80% and Cer% = 70%.

DS never becomes confused, shows good stabil-

ity when miss-associations arrive randomly spaced out,

which is the case until iteration 50. It then reacts rea-

sonably quickly and takes about 8—10 reports before

switching allegiance as it should. Furthermore, after be-

ing confused for an iteration around the sequence of
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Fig. 3. Good decision rate for the scenario with Acc%= Cer%= 80% and 1000 runs.

four Friend reports starting at iteration 76, it quickly

reverts to the correct Hostile status.

Fig. 3 shows a sample of a good decision rate

of the target identification for Thresholded-DS using

an input case such as the one from Fig. 1 generated

randomly 1000 times. More specifically, it is the result

of a Monte-Carlo simulation run of 1000 with an ESM

sensor having values of accuracy and certainty both at

80% with the DS threshold at Imin = 0:05 at every fusion

step.

In order to evaluate the latency in the reaction time

around iteration 50, we first determine the empirical

mean averaged over time index 15 to 45 and 65 to 95,

and then we subtract three times the value of the em-

pirical standard deviation (3¾) averaged over the same

interval. This interval has been chosen arbitrarily to ex-

clude most of the instability that is mostly due to the

initialization instability and the change of allegiance in-

stability. So it will only include the instability of the

decision system and the input data. The measure of

latency then starts at time index 50, and ends at the

time index at which the good decision rate reaches the

threshold for reaction time performance shown as a hor-

izontal line in Fig. 3. This horizontal line corresponds

to the mean determined by the method above minus

three standard deviations ¾, which indicate the stability

in the above mentioned time periods, according to the

formulae for ¾:

¾2 =
1

n¡ 1
nX
i=1

(xi¡¹)2, ¹=
1

n

nX
i=1

xi:

The standard deviation ¾ tends to a fixed value as a
function of increasing n, as shown in Figs. 4(a) for 100
Monte-Carlo iterations and 4(b) for 1000 Monte-Carlo
iterations (0.16% in this case on the y-axis, with the x-
axis being again the time index), but show less noise as
n increases. This shows that ¾ is a dynamical feature of

Fig. 4. (a) (top) and (b) (bottom). Standard deviations ¾ for

stability (in %).
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Fig. 5. Measure of stability ¾ for Imin = 0:01.

Fig. 6. Measure of stability ¾ for Imin = 0:02.

the process, rather than being dependent on the number
of Monte-Carlo runs.
Please note that this is just a practical definition of

the latency, in order to show the trends in latency, when
the parameters are varied, particularly Imin. Other defi-
nitions may be more appropriate for other applications.

3. NUMERICAL GRAPHICAL RESULTS FROM
MONTE-CARLO RUNS

This section shows the graphs for stability in the first
subsection and reaction time latency (or delay) in the
second subsection, for 1000 Monte-Carlo runs, for var-
ious values of the threshold in Thresholded-DS. Since
one has three parameters to vary (certainty, accuracy,
and Imin), the presentation in this section focuses on
showing the stability (in Subsection 3.1), and the re-
action time latency (in Subsection 3.2) as a function
of certainty and accuracy, with different figures corre-
sponding to different choices for values of Imin.

3.1. Stability

For an increase in the threshold of the minimum

ignorance of 0.01 for each different figure, we have the

Fig. 7. Measure of stability ¾ for Imin = 0:03.

Fig. 8. Measure of stability ¾ for Imin = 0:04.

Fig. 9. Measure of stability ¾ for Imin = 0:05.

following results for the standard deviation ¾ indicative

of stability, for Imin = 0:01 (Fig. 5), Imin = 0:02 (Fig. 6),

Imin = 0:03 (Fig. 7), Imin = 0:04 (Fig. 8), and Imin = 0:05

(Fig. 9).
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Fig. 10. Reaction time latency or delay for Imin = 0:01.

Fig. 11. Reaction time latency or delay for Imin = 0:02.

Any much smaller value than 0.01 would result in

too much rigidity when an allegiance changes, resulting

in longer reaction time latency or delay (as will be

shown in the next subsection). These figures show

that any much larger result than 0.05 adversely affects

stability, as can be seen when comparing Fig. 9, which

becomes concave and has higher ¾ over all of the values

of certainty and accuracy, with Fig. 5, which is convex

and has lower ¾ over all of the values of certainty

and accuracy. The intermediate figures show the slow

deterioration in stability as Imin increases.

3.2. Reaction time latency

For an increase in the threshold of the minimum

ignorance of 0.01 for each different figure, we have

the following results for the reaction time latency (or

delay ¢) in time units of the simulation scenario, with

Imin = 0:01 (Fig. 10), Imin = 0:02 (Fig. 11), Imin = 0:03

(Fig. 12), Imin = 0:04 (Fig. 13), and Imin = 0:05 (Fig. 14).

Again this corresponds to 1000 Monte-Carlo runs.

Fig. 12. Reaction time latency or delay for Imin = 0:03.

Fig. 13. Reaction time latency or delay for Imin = 0:04.

Fig. 14. Reaction time latency or delay for Imin = 0:05.

These figures show that much smaller values of Imin
than 0.01 result in too much rigidity when an allegiance

changes, resulting in longer reaction time latency or

A PRAGMATIC APPROACH FOR THE USE OF DEMPSTER-SHAFER THEORY IN FUSING REALISTIC SENSOR DATA 37



delay. This is clearly seen by the much higher values for

the delays in the surface of Fig. 10 when compared to

Fig. 14, over all of the values of certainty and accuracy.

This is particularly notable for low values of cer-

tainty and accuracy: the delay exceeds 25 time units (or

more than half the total time to recover from an alle-

giance change) when compared to Fig. 14, where it is

about 20 time intervals. The effect is also very notice-

able for high accuracy values (towards the reader). The

intermediate figures show the slow improvement in the

reaction time latency as Imin increases.

4. ANALYSIS OF THE GRAPHICAL RESULTS IN
ORDER TO IDENTIFY TRENDS

The large amount of graphical data shown in the

previous section can be interpreted rather simply for

the instability (in Subsection 4.1 for Figs. 5—9) and

reaction time latency ¢ (in Subsection 4.2 for Figs. 10—

14). Although the trends discussed in the following

subsections can be phrased rather straight-forwardly, the

trends themselves are non-linear, as can be seen by close

inspection of the figures in the previous section.

4.1. Instability

Analysis of the performance measure of stability

(or instability) of the Thresholded-DS system can iden-

tify the following trends from our various simulations

shown in the last section.

1. For a fixed value of certainty, the value of instability

increases when the accuracy decreases.

2. For a fixed value of accuracy, the value of instability

increases when the certainty increases.

3. For fixed values of certainty and accuracy, the value

of the instability increases when the value of the

total ignorance threshold Imin is increased.

4. A change in accuracy affects more the instability than

the certainty does.

5. Lower values of instability (good) are achieved with

higher accuracy and lower certainty, and vice versa.

4.2. Reaction time latency

Analysis of the performance measure of reaction

time latency (or delay ¢) of the Thresholded-DS sys-

tem can identify the following trends from our various

simulations shown in the last section.

1. For a fixed value of certainty, the value of the delay

increases when the accuracy decreases.

2. For a fixed value of accuracy, the value of the delay

increases when the certainty decreases.

3. For fixed values of certainty and accuracy, the value

of the delay increases when the value of the total

ignorance threshold Imin is decreased.

Fig. 15. Reaching a compromise for low ¾ and low ¢.

4. A change in accuracy affects more the delay than the

certainty does.

5. Lower values of delay (good) are achieved with

higher accuracy and higher certainty, and vice versa.

Points 3 in the above two lists clearly show that a

compromise must be achieved when using Thresholded-

DS between being responsive to any real change in the

data, yet not being too responsive to fluctuations in the

data, due to either poor sensor data certainty or fusion

accuracy. In general, a high value for Imin will tend

to respond to a stream of false reports rather quickly

(bad) but will be very responsive to a real change in the

data (good). A low value for Imin will provide excellent

stability (good), but will react slowly to a real change

in the data (bad).

The trends shown above are correct over the vast ma-

jority of the 16 points shown in the preceding Figs. 5—

14. Only the exact values are shown in those figures,

without the estimated errors from the Monte-Carlo runs.

The following Fig. 15 shows such a compromise as

a function of Imin, for a value of %Acc =%Cer = 80%

with an estimate of errors, which cannot easily be

portrayed in Figs. 5—14. The vertical axes represent ¾

(in % on the left) and ¢ (in time units of the simulation)

on the right, with the dashed lines showing approximate

error bars given the limited number of Monte-Carlo runs

(about 1000 runs). The figure shows that the interval

Imin 2 [0:025,0:04] with a best value around 0.0325 can
be selected.

5. CONCLUSIONS

This paper has provided performance measures of

Thresholded-DS for various thresholds in terms of sen-

sor data certainty and fusion accuracy to help designers

assess beforehand, by varying the threshold appropri-

ately, the achievable performance in terms of the esti-

mated certainty and accuracy of the data that must be

fused, i.e., an operating point for the application.

The threshold that the designers can choose accord-

ing to figures similar to Fig. 15 depends on appropriate
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definitions for sensor certainty and latency (or delay) for

their given application. Reasonable values were chosen

here for an ESM application. In real applications, one

should have an independent way of assessing the sen-

sor certainty and the fusion accuracy in real-time. The

Monte-Carlo runs provide the operating points, but it

has to be assumed that the user can assess these operat-

ing points by monitoring the performance of the sensor

as the mission develops (for example on well-isolated

targets), and has calibrated the performance of the as-

sociation mechanism in various conditions, which any

manufacturer of such software should have done.

The performance measures are twofold, first in terms

of stability when fused data are consistent, and second

in terms of the latency in the response time when an

abrupt change occurs in the data to be fused. These two

performance measures must be traded off against each

other, which is the reason why the performance curves

will be very helpful for designers of identification fusion

using Thresholded-DS.
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Exact Association Probability

for Data with Bias and

Features

JAMES P. FERRY

A crucial prerequisite to data fusion is data association: i.e.,

the specification of which data arise from the same source. The

Bayesian approach to association pioneered by Mori and Chong is

based on principled probability formulas, which thus provide re-

liable confidence estimates for association hypotheses, in contrast

to approaches that rely on costs which can only be heuristically

transformed into probabilities. This paper extends the Bayesian ap-

proach in several ways. It presents a general derivation of associa-

tion probability between any number of sensors for arbitrary data

types, then derives specific results for kinematic and non-kinematic

cases. The kinematic case includes bias and is novel in three ways.

First, it is a proper Bayesian approach to bias which integrates

over all bias hypotheses rather than selecting one. Second, it han-

dles bias on an arbitrary number of sensors. Third, the formula

is exact: previous treatments of even the unbiased case involve an

integral approximation which is not needed here. The treatment of

features allows for several complex phenomena, including feature

behavior which depends on object type, and noisy and/or missing

feature data. A rigorous verification procedure is used to demon-

strate that the implementation of these formulas produces correct

probabilities.
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1. INTRODUCTION

The data association problem arises whenever mul-

tiple sensors are trained on a common region containing

multiple objects, which, in turn produce multiple mea-

surements on each sensor. Having multiple views pro-

vides more information about the state of the objects in

the region, provided the sensor data can be fused cor-

rectly. In order to fuse the data, however, it is necessary

to know which measurements on different sensors arose

from the same object. This is the data association prob-

lem, and it is roughly forty years old [24, 25]. In many

applications, these “measurements” are not raw sensor

measurements, but the posterior state estimates given by

a single-sensor tracker such as a Kalman filter, and one

speaks of “measurement-to-track” or “track-to-track”

associations. Solving the association problem is neces-

sary in Multiple Hypothesis Tracking [23], and much ef-

fort has gone into the development of algorithms to find

the best association given track estimates with Gaussian

error covariances [4]. The key difference between raw

measurement data and track posteriors, however, is that

the former lack inter-sensor correlation (for given object

states). Such correlations are important in the track case,

however, particularly if the posterior distributions have

been influenced by previous inter-sensor data fusion.

Indeed, even the posteriors of single-sensor trackers are

correlated due to common process noise [3]. The scope

of this paper is limited to situations in which such inter-

sensor correlations are absent or have been compensated

for.

The association problem was originally formulated

in terms of costs with statistically motivated definitions

–one found or devised a credible cost function and

used it to seek low-cost associations. In 1990 Chong et

al. introduced a more rigorous framework for assess-

ing the quality of associations [7]. Mori and Chong ex-

tended this work in a series of papers in the early 2000s

[16, 17, 18, 19, 20]. For the important case of two sen-

sors with Gaussian kinematic data, they replaced the

heuristic framework of costs with a rigorous, Bayesian

reformulation of the association problem. In doing so,

they gave a meaningful definition of the probability of

an association, and argued that rather than seeking the

association with minimal cost, one should seek the MAP

association–i.e., the one with Maximal A posteriori

Probability. In practice, the MAP method looks similar

to the older method. The probabilities can be converted

to costs, and one ends up computing the same quantities

as before with one subtle difference: Mori and Chong

showed that the correct cost threshold is not constant,

but depends on the covariance matrices of the two mea-

surements involved. Hence it came to be known as an

adaptive threshold.

In 2002, Stone et al. generalized the work of Mori

and Chong to non-kinematic data with the XMAP (eX-

tended Maximal A posteriori Probability) method [27].

In this and later work [6, 9, 11], association probabil-
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ity formulas have been derived that take into account

continuous and non-continuous data types beyond the

purely kinematic, primarily for the case of two sensors.

This paper encompasses and extends the previous

XMAP work, beginning with a general derivation for as-

sociation probability in an abstract setting in Section 2.

Like [18], this derivation includes an arbitrary prior on

the number of objects and (in Appendix A) false alarms.

Its novel aspects include a dependence on systematic

errors (such as bias or covariance inflation) and a cor-

related prior on object state. In Section 3, this abstract

derivation is applied to cases comprising kinematic and

non-kinematic data types, and the association probabil-

ity formula is decomposed. The kinematic component

is dealt with in Section 4. The key contribution of this

section is its treatment of bias, which improves on pre-

vious work in three ways: (1) rather than removing “the

bias” (i.e., some particular bias hypothesis), it performs

the proper Bayesian operation of integrating over all

bias hypotheses; (2) it holds for an arbitrary number

of sensors; and (3) it is exact–a certain integral ap-

proximation typically made even in the non-bias case is

circumvented here. Section 5 demonstrates how to han-

dle non-kinematic data in fairly complex cases, such as

when the feature distributions and detection probabili-

ties vary with object type. It also shows how to deal with

missing data, and provides a robust and general method

for handling noisy features. Finally, Section 6 works

through an example in detail and demonstrates that the

meaningful, exact probabilities produced by XMAP can

be used to verify the formulas and their implementation

to high precision.

2. ASSOCIATION PROBABILITY DERIVATION

This section derives a general formula for associ-

ation probability in an abstract space. Working in an

abstract space allows us to handle arbitrary types of

measurement data in a consistent manner, whether it

be traditional kinematic data, or, say, the messy output

of a feature extractor which combines real-valued data

with object classification calls and status flags. Thus,

the bulk of this paper may be viewed as applying the

general Theorem 2.4 below to special cases. A technical

detail to bear in mind with this abstract treatment is that

integrating over an abstract space requires one to specify

a measure over the space. There will be no need, in this

paper, to use measures other than Lebesgue measure for

continuous data and counting measure for discrete data

(which converts integrals to sums), so we will assume

that the measure is clear from context.

We begin with a simple result for the probability

density of getting a specific array of measurements on

a single sensor s given the states of the objects that

produced them. This result depends on the measure-

ment likelihood function Ls(z j x,¯), which specifies the
probability density of the measurement z arising given

that the object which produced it was detected and was

in state x, and that a systematic error ¯ is acting on all

measurements on sensor s. It depends also on the de-

tection probability PsD(x) for an object in state x, and we

use the notation QsD(x) = 1¡PsD(x) to denote the non-
detection probability. This systematic error ¯ may rep-

resent any measurement error process that acts on all

measurements on a sensor at once, such as a transla-

tional bias or covariance inflation.

Let zs = (zsi )
ns

i=1 denote an array of the n
s measure-

ments on sensor s at some fixed time, and x= (xj)
n
j=1

denote the array of states of the n objects in scene. We

let J = f1,2, : : : ,ng denote the set of all objects, and JsD
denote the subset of objects detected on sensor s. We

use the mapping as : JsD!f1,2, : : : ,nsg to specify which
object produced which measurement. We assume there

are no false alarms (the false-alarm case is addressed in

Appendix A), that there are no split or merged measure-

ments, and that all permutations of measurement labels

are equally likely. With these assumptions, we obtain

the following preliminary result.

LEMMA 2.1 The probability density of the measurement

array zs arising according to the mapping as given the
object state array x and the systematic error ¯s is

Pr(zs,as j x,¯s) = 1

ns!

Y
j2Js

D

PsD(xj)L
s(zsas(j) j xj ,¯s)

£
Y
j2JnJs

D

QsD(xj): (2.1)

PROOF Given the object state array x, the probability
Pr(JsD j x) of the subset of detected objects being pre-
cisely JsD is the product of PsD(xj) over j 2 JsD times

the product of QsD(xj) over j 2 JnJsD. Given JsD (and

x), each of the possible ns! mappings as are equally
likely, so Pr(as,JsD j x), which is identical to Pr(as j x)
because as determines JsD, can be expressed Pr(a

s j x) =
Pr(as j JsD,x)Pr(JsD j x) = Pr(JsD j x)=ns!. The probability
density of the measurement array zs given as, x, and
¯s is the product of the individual likelihood functions

Ls(zsi j xj ,¯s), where i= as(j), over all j 2 JsD. Equa-
tion (2.1) now follows from Pr(zs,as j x,¯s) = Pr(zs j
as,x,¯s)Pr(as j x).
It is straightforward to generalize Lemma 2.1 from

a single sensor to a set of sensors S. We let z= (zs)s2S
denote the array of all individual measurement arrays zs,

and ¯ = (¯s)s2S denote the array of all systematic errors.
We assume that the measurement process is independent

between sensors, bearing in mind that this limits the

applicability to tracking unless the inter-sensor depen-

dence can be compensated for. With multiple sensors

it is convenient to express the information contained in

the mappings fasgs2S in terms of

a(j) = f(s, i) : as(j) = ig and ā(j) = fs : j 2 JsDg:
(2.2)
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The function ā gives the set of sensors which detect

each object j, whereas a gives the measurement indices

of each detection too. With this notation, we have the

following corollary of Lemma 2.1.

COROLLARY 2.2 The probability density of the measure-

ment arrays z arising according to the function a given
the object state array x and the systematic errors ¯ is

Pr(z,a j x,¯) =
ÃY

s2S

1

ns!

!Y
j2J

£
Ã Y
(s,i)2a(j)

PsD(xj)L
s(zsi j xj ,¯s)

Y
s=2ā(j)

QsD(xj)

!
:

(2.3)

PROOF The assumption of independence between the

measurement processes implies that Pr(z,a j x,¯) may
be obtained as the product of (2.1) over s 2 S. The result
(2.3) is merely a rearrangement of this.

We now seek to eliminate the dependence on the

state array x. To do so, we need an expression for the

prior distribution of the state. The expression introduced

below is novel, and requires some discussion of (a) the

shortcomings of the usual approach, (b) how the prob-

lem should be solved in principle, and (c) the compro-

mise used here. Although the derivation in this section

applies to an arbitrary state space, the problematic case

is the traditional, kinematic one, so we shall think of x
as a kinematic quantity for this discussion.

The usual assumption about the prior distribution of

x when bias is absent is that its components xj are i.i.d.,
each distributed according to some known distribution

p0. The distribution p0(x) of a single object state x is

then taken to be uniform over some finite region of

space X0 [17]. An appropriate volume V for X0 may be

estimated from the data, and p0(x) modeled as IX0 (x)=V,

where IX0 (x) is the indicator function for the region X
0.

The precise location of the region X0 does not matter

because p0(x) is later approximated by the constant 1=V

in the integrals where it appears. This approximation

is valid because the measurement errors are typically

much smaller than X0, and this formulation, which leads

to the adaptive threshold works well in practice [26].

Bias errors may be larger than X0, however, so the

approximation p0(x)¼ 1=V fails in the bias case. Main-
taining p0(x) as IX0 (x)=V yields intractable integrals, so

it is natural to consider a Gaussian model for p0(x). In

this case, however, the precise location of the Gaussian’s

peak in state space must be estimated from the measure-

ments, while correcting for the (unknown) biases, and

the resulting formulation becomes messy and ad hoc.

Indeed, it must be ad hoc because it involves estimating

the location of the Gaussian’s peak from the data–a

clear violation of Bayesian methodology.

One is led to such violations because of a faulty ini-

tial assumption: that the prior distribution of x is well

modeled as the product of p0(xj) for some known distri-

bution p0. The characteristic size V and nominal center

» of this prior distribution are usually both unknown.

However, it is reasonable to model the states xj as being

conditionally i.i.d. given V and », and then to specify

priors on V and ». This leads to additional integrals over

V and ». However, one may argue, for example, that the

weight in the integrand of the integral over V is con-

centrated in the region of V-space that is reinforced by

the measurement data, so evaluating the integrand at a

single point V¤ (estimated from the data) amounts to a

reasonable approximation of the integral. This provides

a Bayesian justification for an otherwise ad hoc proce-

dure. However, in the bias case there is no single value

of » where the integrand is concentrated: this center lo-

cation depends on the unknown biases ¯s. Rather than

replace » by this function of the biases, it is fairly easy

to retain it and perform the integrals exactly. Doing the

same for V, however, (which, in the Gaussian case is ac-

tually an entire covariance matrix) is too difficult, so we

will estimate it from the data, relying on the argument

above for justification.

We therefore assume the following prior distribution

on the state array x (which we now resume treating as

abstract rather than kinematic):

p0(x j n,») =
Y
j2J
p0(xj j »): (2.4)

Multiplying (2.3) by p0(x j n,») and integrating over x
results in a product of integrals over xj for each object

j 2 J . These have the form

P®(z j ¯,») =
Z
p0(x j »)

Y
(s,i)2®

PsD(x)L
s(zsi j x,¯s)

£
Y
s=2®̄
QsD(x)dx (2.5)

for ®= a(j). For the special case of ® containing only

the single measurement (s, i) we will use the notation

Ps(zsi j ¯,») in lieu of P®(z j ¯,»). Let JD denote the

subset of objects in J detected on some sensor, and

nD = jJDj be the number of detected objects. For j =2 JD,
(2.5) takes a particularly simple form:

q=

Z
p0(x j »)

Y
s2S
QsD(x)dx: (2.6)

Here we are imposing the condition that q is indepen-

dent of ». This will happen automatically later when

we stipulate in (3.18) that PsD(x) be independent of the

kinematic component of x. This stipulation is not realis-

tic: PsD(x) can vary greatly with aspect angle and range.

However, the case in which PsD(x) has kinematic depen-

dence makes the calculations in Section 4 too compli-

cated, though it would be a suitable topic for future

work.

COROLLARY 2.3 The probability density of the measure-

ment arrays z arising according to the function a given
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the number of objects n, the systematic errors ¯, and the
center » of the prior region of state space is

Pr(z,a j n,¯,») = qn¡nDQ
s2S ns!

Y
j2JD

Pa(j)(z j ¯,»): (2.7)

PROOF This is obtained by multiplying (2.3) by (2.4)

and integrating over x.

The function a defined in (2.2) maps each object to

the set of measurements it produces. An association [a]

is defined to be the collection of these sets, [a] = fa(j) :
j 2 JDg. There are exactly n!=(n¡nD)! functions a0 for
which [a0] = [a], all of which are equally probable, so
the association probability Pr(z, [a] j n,¯,») is n!=(n¡
nD)! times Pr(z,a j n,¯,»). We may now eliminate the

dependence on the total number of objects n. The prior

probability for the number of objects being n is denoted

½0(n), so

Pr(z, [a] j ¯,») = °0(nD)Q
s2S ns!

Y
®2[a]

P®(z j ¯,»), (2.8)

where

°0(nD) =

1X
n=nD

½0(n)
n!

(n¡nD)!
qn¡nD : (2.9)

We denote the prior on the systematic errors P0(¯),
and the prior on the center, P0¥ (»). When integrating

(2.8), the key quantity to compute is

F(z, [a]) =

Z Z Y
®2[a]

P®(z j ¯,»)P0(¯)P0¥ (»)d¯d»:

(2.10)

Finally, we introduce the following ratios of °0 and F

to their values for the null association a0, which assigns

each of the nT measurements in z to a distinct object:

g([a]) =
°0(nD)

°0(nT)
and G(z, [a]) =

F(z, [a])

F(z, [a0])
:

(2.11)

THEOREM 2.4 The probability of the association [a]

given the measurements z is

Pr([a] j z) = Pr([a0] j z)g([a])G(z, [a]): (2.12)

PROOF From (2.8) we observe that joint probabil-

ity density Pr(z, [a]) is F(z, [a]) times °0(nD) divided
by the product of the ns!. The conditional probability

Pr([a] j z) of an association given the measurement data
is Pr(z, [a])=Pr(z). Dividing Pr([a] j z) by the normaliza-
tion constant Pr([a0] j z) yields (2.12).
The key to computing the association probability is

evaluating F(z, [a]) (or its normalization G(z, [a])). This
is the topic of Sections 3—5. The combinatorial factor

g([a]) encapsulates the effect of the prior distribution

of the number of objects. Formulas for it are given in

Appendix B. Although the derivation in this section as-

sumed there are no false alarms, Appendix A demon-

strates that the effect of false alarms may be included by

modifying the factor g([a])–no change to the definition

of G(z, [a]) is necessary.

3. SIMPLIFICATION FOR SPECIAL CASES

Theorem 2.4 gives a general formula for association

probability, but requires the evaluation of the integrals

in (2.5) and (2.10). With complicated data types, eval-

uating these integrals is not as simple as it may appear.

Therefore we demonstrate how the problem simplifies

in various special cases. Section 3.1 gives a formula

much simpler than (2.12) which holds when there is

no dependence on ¯ or ». Section 3.1.1 specializes this
further to the two-sensor, kinematic case, connecting

the general XMAP formulation presented here to the

original MAP formulation of Mori and Chong [16, 17].

Finally, Section 3.2 demonstrates how to decompose the

problem into kinematic and non-kinematic components

when both data types are present. The kinematic com-

ponent is then evaluated explicitly in Section 4, and the

non-kinematic component in Section 5.

3.1. Simplification in the Absence of Systematic Error

When the systematic errors ¯ and the center » are
known, we may assume each to be zero (by suitably

transforming the data z): i.e., P0(¯) = ±(¯), and P0¥ (») =
±(»). Letting P®(z) and Ps(zsi ) denote P

®(z j 0,0) and
Ps(zsi j 0,0), respectively, we define

R®(z) =
P®(z)Q

(s,i)2®Ps(z
s
i )
, (3.1)

which is the ratio of the probability density of the

measurements in ® arising from a single object to the

probability density that each arises from a different

object (aside from a factor which accounts for the

different number of detected objects in the two cases–

this is embedded in g([a])).

THEOREM 3.1 When the systematic errors ¯ and the

center » are known, the probability of the association [a]

given the measurements z is

Pr([a] j z) = Pr([a0] j z)g([a])
Y
®2[a]+

R®(z), (3.2)

where [a]+ denotes the subset of those ® 2 [a] with at
least two measurements.

PROOF Because R®(z) = 1 when j®j= 1, the product
over ® 2 [a]+ in (3.2) may be extended to ® 2 [a]. This
product equals F(z, [a])=F(z, [a0]) when we set P

0(¯) =
±(¯) and P0¥ (») = ±(») in (2.10).

3.1.1. Two-sensor kinematic case
To recover the original MAP result [16, 17], we be-

gin with Theorem 3.1 and make four further simplify-
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ing assumptions: first, that ½0(n) is Poisson distributed;

second, that there are only two sensors; third, that the

detection probabilities on each sensor are constant; and

fourth, that the data is purely kinematic, with Gaussian

measurement error distributions. The two-sensor kine-

matic case without bias is important because it admits a

computationally efficient solution. One first constructs

a cost matrix whose entries cij are the Mahalanobis dis-

tances between measurement i on sensor 1 and measure-

ment j on sensor 2. Then a cost threshold is subtracted

from each cij . Finally, one finds the association with

minimal total cost using, for example, the JVC algo-

rithm [8, 13], and, if desired, iterates this process using

Murty’s algorithm [21] to get the k best associations.

(When there are more than two sensors, however, find-

ing the association with least cost is known to be NP-

hard. Approximate methods have been employed based

on Lagrangian relaxation [22] or on stitching together

solutions to pairwise problems. These approaches are

compared in [2].)

The effect of letting ½0(n) be Poisson distributed is

discussed in Appendix B. It allows us to replace (3.2)

with the purely multiplicative form (B.4). Specializing

to two sensors simplifies matters further because in this

case every ® 2 [a]+ has the form ®= f(1, i), (2,j)g. We
may re-write this more compactly as ®= (i,j). Thus the

two-sensor version of (B.4) may be written

Pr([a] j z) = Pr([a0] j z)
Y

(i,j)2[a]+
R̃ij(z), (3.3)

where

R̃ij(z) =
P̃12(z1i ,z

2
j )

P̃1(z1i )P̃
2(z2j )

: (3.4)

The functions P̃s and P̃12 are special cases of (2.5), with

¯ and » eliminated, PsD set to a constant, and factors of
º in (B.5) included:

P̃s(zsi ) = ºP
s
DQ

3¡s
D

Z
p0(x)Ls(zsi j x)dx and

(3.5)

P̃12(z1i ,z
2
j ) = ºP

1
DP

2
D

Z
p0(x)L1(z1i j x)L2(z2j j x)dx:

(3.6)

(To incorporate false alarms, replace the factor ºPsDQ
3¡s
D

in (3.5) with ºPsDQ
3¡s
D + ºsFA, where º

s
FA is the expected

number of false alarms on sensor s: see (B.18).)

The integrals in (3.5) and (3.6) are simple to evaluate

when Ls has a Gaussian distribution. We use the notation

N (x;¹,V) = 1pj2¼Vj exp
μ
¡1
2
(x¡¹)TV¡1(x¡¹)

¶
(3.7)

for a Gaussian in x with mean ¹ and covariance matrix

V. Specializing to the standard kinematic case, we let

the value zsi of measurement i on sensor s have the form

zsi = (y
s
i ,V

s
i ), where y

s
i the state estimate, and V

s
i is the

error estimate on ysi . We then stipulate that

Ls(zsi j x) =N (ysi ;x,Vsi )PV(Vsi ): (3.8)

Essentially this means that ysi has a Gaussian distribution

centered at the true state x, with covariance matrix given

by Vsi . There is an additional complication, however: the

estimated covariance matrix Vsi is part of the data, so its

distribution must be modeled as well. The simplest as-

sumption is that it is independent of x (and of ysi ). In

this case the precise form of the distribution PV does not

matter: it drops out of the calculation. (More sophis-

ticated treatments are certainly possible: for example,

there may be systematic over- or under-reporting of co-

variance, or the size of the covariance matrix itself may

yield object-type information, in which case PV would

be modeled to have a dependence on the object type

component of the state.)

Following [7], we let the prior distribution on an

object’s state x be constant over some region X0:

p0(x) =
1

Vol(X0)
IX0 (x), (3.9)

where IX0 (x) is equal to 1 for x 2 X0, and 0 otherwise.
Given the above assumptions, (3.4) may be written

R̃ij(z) =N (y1i ;y2j ,V1i +V2j )
Vol(X0)

ºq

£
R
X0
N (x;¹ij ,Wij)dxR

X0
N (x;y1i ,V1i )dx

R
X0
N (x;y2j ,V2j )dx

,

(3.10)

where q=Q1DQ
2
D, and ¹ij and Wij are given by

¹ij = y
1
i +V

1
i (V

1
i +V

2
j )
¡1(y2j ¡ y1i ) and

Wij = V
1
i (V

1
i +V

2
j )
¡1V2j :

(3.11)

Assuming the Gaussians in the integrals in (3.10) have

most of their weight within X0, each integral is approx-

imately 1. This yields the following cost of associating

i and j:

cij =¡2log R̃ij(z)
= (y1i ¡ y2j )T(V1i +V2j )¡1(y1i ¡ y2j )¡Aij ,

(3.12)
where

Aij = 2logVol(X
0)¡ log j2¼(V1i +V2j )j ¡ 2log(ºq):

(3.13)

The cost cij is thus seen to be the Mahalanobis dis-

tance (y1i ¡ y2j )T(V1i +V2j )¡1(y1i ¡ y2j ) between the mea-
surement pair (i,j) minus Mori and Chong’s adaptive

threshold Aij [16, 17, 18]. Traditionally, a variety of

methods had been used to set this threshold [4, 5].

Although the main historical significance of Mori and

Chong’s work is the introduction of a rigorous Bayesian
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approach to association, the more immediate impact

was the introduction of a threshold Aij which has been

shown to be superior to the previous, fixed thresholds

[26].

There is a minor flaw with (3.13), however: it fails

when some Vsi are large relative to the region X
0 because

this violates the assumption that allowed the integrals

in (3.10) to be approximated as 1. Such measurements

must be preprocessed out as unassociatable when using

(3.13). Additional, non-kinematic data may render such

measurements associatable, however, so it is preferable

to modify (3.13) to be robust to any input Vsi . A com-

plicated method for doing this is given in [9], but here a

much simpler method is given. When the covariance of a

Gaussian being integrated is large compared to X0, the

integral may be approximated as the Gaussian’s peak

value times Vol(X0). This leads to the following robust

modification of (3.13), which has the heuristic interpre-

tation of limiting the uncertainty of an object’s location

to X0 even if Vsi !1:

Aij =max(2logVol(X
0)¡ log j2¼(V1i +V2j )j,0)

¡ 2log(ºq): (3.14)

To use the adaptive threshold (3.14) one needs val-

ues for q, º, and Vol(X0). Section 2 notes that when

such parameters are unknown, the proper Bayesian pro-

cedure is to give them a prior distribution and inte-

grate them out of the problem. In practice, however,

setting values of PsD that are even approximately cor-

rect produces better results than those obtained using

the traditional, fixed threshold [26]. These values are

used to compute q= (1¡P1D )(1¡P2D ) and, using (B.6),
º = (n1 + n2)=(P1D +P

2
D ).

It remains to estimate Vol(X0). Following [9], we

do this by first estimating the covariance of the location

data ysi for all measurements. In the absence of sensor

bias, the unbiased covariance estimator V̂ may be com-

puted as follows. Collect all nT measurement positions

ysi on all sensors into a single array with elements yi for

i= 1,2, : : : ,nT. Then

V̂ =
1

nT ¡ 1
nTX
i=1

(yi¡ ŷ)(yi¡ ŷ)T where ŷ =
1

nT

nTX
i=1

yi:

(3.15)

In Section 4 we will consider the case with r sensors

and bias. In this case, V̂ is given by

V̂ =
1

nT¡ r
X
s2S

nsX
i=1

(ysi ¡ ŷs)(ysi ¡ ŷs)T where

(3.16)

ŷs =
1

ns

nsX
i=1

ysi :

To compute the volume of X0 from V̂, we assume

that X0 is a Cartesian product of ellipsoidal regions

with covariance matrix V̂. If X0 is a product of m-

dimensional ellipsoids (e.g., x could be 6-dimensional,

with m= 3 being the physical dimension of position-

and of velocity-space), then

Vol(X0) =

q
j2¼μV̂j where μ = (1+m=2)(m=2)!¡2=m:

(3.17)

The values of μ for m= 1, 2, and 3 are 6=¼ ¼ 1:91,
2, and (5=3) 3

p
6=¼ ¼ 2:07, respectively. Because these

values are so close, setting μ = 2 for all problems is an
acceptable approximation.

This volume estimate is not ideal. It is sensitive to

outliers and to measurements being close to co-planar.

Fortunately, its effect is limited to the threshold–i.e.,

the decision of whether to associate two measurements

at all. Some authors dispense with the volume estima-

tion entirely, using a diffuse spatial prior [14, 15], which

is perfectly valid, but limits the power of the resulting

method to hypothesis tests between associations repre-

senting the same number of detected objects.

3.2. Splitting into Components

When z comprises various data types, with some de-
gree of independence in how each type is generated,

(2.12) can be split into components for each data type.

Here we will make a major simplification by splitting

the kinematic data from any non-kinematic data types

present. The kinematic data retain the complications due

to ¯ and », and Section 4 demonstrates how to handle

this. The non-kinematic data is modeled to be without

the complications due to ¯ and »: therefore the non-

kinematic component of association probability simpli-

fies into a product over ® 2 [a]+, as in Theorem 3.1.

Examples of how to model various non-kinematic data

types are given in Section 5.

To split the problem into components, we split both

the state x and each measurement zsi into a kinematic

component (K) and another component (J , for all non-

kinematic variables jointly): let x= (xK ,xJ ) and zsi =

(zKsi ,z
Js
i ). We make the following assumptions about

how the prior distribution, detection probability, and

measurement likelihood functions split:

PsD(x) = P
Js
D (x

J ), (3.18)

p0(x j ») = pK0(xK ¡ »)pJ0(xJ ) and

(3.19)

Ls(zsi j x,¯s) = LKs(zKsi j xK ,¯s)LJs(zJsi j xJ ):
(3.20)

Equation (3.18) stipulates that the detection probability

is independent of the kinematic state. As discussed in

Section 2, this is an unfortunate but necessary oversim-

plification. It is allowed to depend on non-kinematic

variables, however: for example, it is plausible that one

could have a reasonable model of detection probability

46 JOURNAL OF ADVANCES IN INFORMATION FUSION VOL. 5, NO. 1 JUNE 2010



as a function of object type (cf. Section 5.1). Equations

(3.19) and (3.20) stipulate that the complications due to

the center » of the object region and the systematic error

¯s are solely kinematic phenomena. The assumptions

(3.18)—(3.20) permit a relatively simple treatment of the

non-kinematic variables, while addressing the effects of

kinematic bias.

The definition of q in (2.6) may be simplified to

q=

Z Y
s2S
QJsD (x

J )dxJ , (3.21)

because for any » the integral of pK0(xK ¡ ») over all
xK is 1. Note that q is independent of », as required

in the text following (2.6). The key probability density

P®(z j ¯,») may be split as follows:
P®(z j ¯,») = PK®(zK j ¯,»)PJ®(zJ ), (3.22)

using (2.5) to give us these formulas for the kinematic

and non-kinematic components of P®:

PK®(zK j ¯,») =
Z
pK0(xK ¡ »)

Y
(s,i)2®

LKs(zKsi j xK ,¯s)dxK and

(3.23)

PJ®(zJ ) =

Z
pJ0(xJ )

Y
(s,i)2®

PJsD (x
J )LJs(zJsi j xJ )

£
Y
s=2®̄
QJsD (x

J )dxJ : (3.24)

THEOREM 3.2 Given the assumptions (3:18)—(3:20), the

probability of the association [a] given the measurements

z is

Pr([a] j z) = Pr([a0] j z)g([a])GK(zK , [a])GJ (zJ , [a]),
(3.25)

with

GK(zK , [a]) =
FK(zK , [a])

FK(zK , [a0])
, (3.26)

where

FK(zK , [a]) =

Z Z Y
®2[a]

PK®(zK j ¯,»)P0(¯)P0¥ (»)d¯d»,

(3.27)

and
GJ (zJ , [a]) =

Y
®2[a]+

RJ®(zJ ), (3.28)

where

RJ®(zJ ) =
PJ®(zJ )Q

(s,i)2®PJs(z
Js
i )
: (3.29)

PROOF This result follows directly from the definitions

of the quantities involved.

4. THE KINEMATIC COMPONENT

In this section we derive an exact formula for the

kinematic component GK(zK , [a]) of the association

probability in the case of an arbitrary number of sensors

with bias effects included. We will drop the superscript

K throughout this section. Equation (3.26) shows that

evaluating G(z, [a]) involves integrating over the sen-
sor biases ¯. This differs from the more typical ap-

proaches which identify and remove a bias hypothe-

sis (either a distinct hypothesis for each association, or,

more crudely, one hypothesis for all associations). Such

approaches can fail even in quite simple scenarios, such

as the one discussed in [10].

To obtain a formula for the kinematic component

G(z, [a]) of the association probability, we must evaluate
the integrals in (3.23) and (3.27). To do so, we need

appropriate models for the quantities which appear in

them. For the bias prior we assume

P0(¯) =
Y
s2S
P0s(¯s) =

Y
s2S
N (¯s;¯s0,Bs): (4.1)

Here ¯s0 is the mean bias on sensor s, and B
s is the

bias covariance matrix. In practice, one would typically

set ¯s0 to zero because one could simply add it to

each measurement on sensor s in a pre-processing step.

The bias covariance matrix Bs should be part of the

performance specifications for sensor s. If it is not,

however, one may set Bs to be diffuse. We let the prior

on » be diffuse:

P0¥ (») =N (»;»0,V¥) where V¥ !1: (4.2)

The irrelevant value of »0 will be retained until the step

that takes V¥ !1 eliminates it.

We let the measurement likelihood function be

Gaussian, writing the measurement as zsi = (y
s
i ,V

s
i ), as

in Section 3.1.1. Generalizing (3.8) to include bias, we

have
Ls(zsi j x,¯s) =N (ysi ;x¡¯s,Vsi ): (4.3)

Here the factor PV(V
s
i ) which appeared in (3.8) has been

set to 1 (because the value does not matter, and it would,

in fact, be 1 in a suitably chosen measure space). Finally,

we assume that the prior distribution on x is Gaussian

with mean » and known variance V0,

p0(x¡ ») =N (x;»,V0), (4.4)

for the reasons discussed before Equation (2.4). Equa-

tion (3.16) may be used to produce a value for V0 in

practice.

LEMMA 4.1

P®(z j ¯,») =
p
j2¼W®jN (»,¹®,V0)

Y
(s,i)2®

N (ysi +¯s;¹®,Vsi ),

(4.5)
where

W® =

0@V¡10 +
X
(s,i)2®

(Vsi )
¡1

1A¡1

and

¹® =W®

0@V¡10 »+
X
(s,i)2®

(Vsi )
¡1(ysi +¯

s)

1A :
(4.6)

EXACT ASSOCIATION PROBABILITY FOR DATA WITH BIAS AND FEATURES 47



PROOF With (4.1)—(4.4), the integrand in (3.23) be-
comes a product of Gaussians, which may be integrated
using the standard formula (D.3).

Substituting (4.5) into (3.27) produces the following
key integral to evaluate:

F(z, [a]) =

ÃY
®2[a]

p
j2¼W®j

!Z Z
¢ ¢ ¢

£
Z Y

®2[a]

Ã
N (»,¹®,V0)

Y
(s,i)2®

N (ysi +¯s;¹®,Vsi )
!

£
Y
s2S
N (¯s;¯s0,Bs)N (»;»0,V¥)d¯1d¯2 ¢ ¢ ¢d¯rd»:

(4.7)

Evaluating (4.7) yields the kinematic component
G(z, [a]) of the association probability Pr([a] j z) in
(3.25). Two formulas for G(z, [a]) will be given. First,
Theorem 4.2 provides a formula based on the direct
evaluation of (4.7). Theorem 4.3 then gives a more com-
putationally efficient formula achieved by applying cer-
tain transformations to the first result.

THEOREM 4.2

G(z, [a]) = C exp

Ã
¡1
2

Ã
·([a]) +

X
®2[a]

·®

!!
,

(4.8)

where C is chosen so that G(z, [a0]) = 1, and the costs
·([a]) and ·® are defined by

·([a]) = log jUj ¡bTU¡1b, and (4.9)

·® = log jV0W¡1
® j ¡mT®W¡1

® m®: (4.10)

The matrix U and vector b have the following block
structure:

U=

0BBBBBBB@

U1,1 U1,2 ¢ ¢ ¢ U1,r U1,0/

U2,1 U2,2 ¢ ¢ ¢ U2,r U2,0/

...
...

. . .
...

...

Ur,1 Ur,2 ¢ ¢ ¢ Ur,r Ur,0/

U0/,1 U0/,2 ¢ ¢ ¢ U0/,r U0/,0/

1CCCCCCCA
and b=

0BBBBBBB@

b1

b2

...

br

b0/

1CCCCCCCA
:

(4.11)

The entries in U are matrices defined as follows. For
s1,s2 2 S,

Us1,s2 = ±s1s2U
s1 ¡

X
®2[a]

Is1® I
s2
® (V

s1
¶
s1
®

)¡1W®(V
s2
¶
s2
®

)¡1,

(4.12)

Us1,0/ =¡
X
®2[a]

Is1® (V
s1
¶
s1
®

)¡1W®V
¡1
0 ,

(4.13)

U0/,s2 =¡
X
®2[a]

Is2® V
¡1
0 W®(V

s2
¶
s2
®

)¡1,

U0/,0/ = nDV
¡1
0 ¡

X
®2[a]

V¡10 W®V
¡1
0 , (4.14)

where Is® = 1 if s 2 ®̄ (and ¶s® denotes the (unique) i for
which (s, i) 2 ® in this case), and Is® = 0 when s =2 ®̄.
Similarly, for s 2 S, the entries in b are vectors defined
by

bs = (B
s)¡1¯s0¡

X
®2[a]

Is®(V
s
¶s®
)¡1(ys¶s® ¡m®) and

(4.16)
b0/ = V

¡1
0

X
®2[a]

m®:

The components of U and b depend on the following
quantities:

W® =

0@V¡10 +
X
(s,i)2®

(Vsi )
¡1

1A¡1

,

(4.17)

m® =W®

X
(s,i)2®

(Vsi )
¡1ysi and

Us = (Bs)¡1 +
nsX
i=1

(Vsi )
¡1: (4.18)

PROOF Equation (4.7) is more complicated than it ap-

pears: the notation ¹®, defined in (4.6), conceals a de-

pendence on each of the integration variables in many

of the Gaussian factors. Nevertheless, (4.7) is just an in-

tegral of products of Gaussians, where the arguments of

the Gaussians are linear combinations of the integration

variables. Equation (D.10) provides a formula for inte-

grals of this form. To use this formula, we first must ex-

plicitly cast (4.7) in the form of (D.4). The Gaussians in

(4.7) are of four types: type 1 is N (»;¹®,V0), indexed by
® 2 [a]; type 2 is N (ysi +¯s;¹®,Vsi ), indexed by (s, i) 2 ®
and ® 2 [a]; type 3 is N (¯s;¯s0,Bs), indexed by s 2 S,
and type 4 is the single Gaussian N (»;»0,V¥). The inte-
gration variables in (4.7) are of two types: type a is ¯s1 ,

indexed by s1 2 S; and type b is the single variable ».
Thus, there are eight cases for the quantity Aij in (D.4).

In case 1a, for example, A®,s1 is the coefficient of ¯
s1 in

the exponent of N (»;¹®,V0), i.e., A®,s1 =¡Is1® W®(Vs1¶s1® )
¡1.

The quantity mi in (D.4) is simpler: there are only four

cases to consider. For example, in case 2, m(s,i,®) is the

constant term in the exponent of N (ysi +¯s;¹®,Vsi ), i.e.,
m(s,i,®) =m®¡ ysi . After Aij and mi have been expressed
explicitly for each case, one may use (D.5)—(D.7) to

obtain formulas for for U, b, and c, letting V¥ !1 in

each. The results for U and b are given in (4.11)—(4.16).
The expression for c simplifies to

c=¡
X
®2[a]

mT®W
¡1
® m®+

X
s2S

nsX
i=1

(ysi )
T(Vsi )

¡1ysi

+
X
s2S
(¯s0)

T(Bs)¡1¯s0: (4.19)

Invoking (D.10) to evaluate (4.7) now yields the result

(4.8).
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The need to invert the (r+1)£ (r+1) block matrix
U may seem rather excessive, and indeed it is. The next

theorem reduces this requirement to one of inverting an

(r¡ 1)£ (r¡ 1) block matrix. Thus in the two-sensor
case there is no need to form oversize matrices at all.

Another problem with inverting U is that it is singular

in the important case of all the bias prior covariances

Bs being diffuse. Although this can be dealt with easily

as a special case (by deleting the final row and column

blocks of U and the final block of b), the formula is

ill-conditioned for large Bs. The next theorem provides

a well conditioned formula.

THEOREM 4.3 If the measurements z have been pre-

processed so that ¯s0 = 0 for all s 2 S, then the definition
of ·([a]) in (4:9) may be replaced with

·([a]) = log(jW¤
¡j jHj)¡ (b̃¤T¡W¤¡1

¡ b̃¤¡+ h
TH¡1h),

(4.20)

where the quantities involved are defined as follows. First,

W¤
¡ = Ũ

¤
0¡+D

¤
¡, (4.21)

where D¤¡ encapsulates the dependence on the bias prior
information:

D¤¡ = (D
¤
ss0)

r¡1
s,s0=1 with

D¤ss0 = ±ss0(B
s)¡1¡ (Bs)¡1D¡1(Bs0)¡1,

D =
X
s2S
(Bs)¡1:

(4.22)

The other quantities are

Ũ¤0¡ = (Fss0 ¡GsH¡1GTs0)r¡1s,s0=1 and

b̃¤¡ = (gs¡GsH¡1h)r¡1s=1,
(4.23)

which are defined in terms of

Fss0 = ±ss0

nsX
i=1

(Vsi )
¡1¡

X
®2[a]

Is®I
s0
® (V

s
¶s®
)¡1W®(V

s0

¶s
0
®
)¡1, (4.24)

Gs =¡
X
®2[a]

Is®(V
s
¶s®
)¡1W®, gs =

X
®2[a]

Is®(V
s
¶s®
)¡1(m®¡ ys¶s®),

(4.25)

H = nDV0¡
X
®2[a]

W® and h=
X
®2[a]

m®: (4.26)

PROOF Equation (4.20) is based on two reductions.

The first eliminates the 0/ (or ») component from the

block matrix U. The second transforms the coordinate

system of the r absolute biases to that of the r¡ 1
relative biases and the sum of the biases, then eliminates

the sum-of-biases component as well.

We begin the simplification with the following block

decompositions of U and b into their (r-dimensional) ¯

part and their (1-dimensional) » part:

U=

Ã
Ũ0 +B

¡1 Ũ0/

ŨT0/ U0/,0/

!
and b=

μ
b̃

b0/

¶
,

(4.27)

where B denotes the r£ r block diagonal matrix of
bias covariance matrices Bs. From (4.12)—(4.16) we find

that Ũ0/ =¡Ũ01, U0/,0/ = 1TŨ01, and b0/ =¡1Tb̃, where
1 denotes the r£ 1 block matrix of identity matrices.
We may now eliminate the » component by applying

(D.19) with the 0/ component in the role of the integrated

variable I:

bTU¡1b= bT0/U
¡1
0/,0/ b0/ + b̃

¤TŨ¤¡1b̃¤ and jUj= jU0/,0/ j jŨ¤j:
(4.28)

In these equations, Ũ¤ and b̃¤ are given by (D.14) and
(D.15). To keep the bias prior information separated out,

we write Ũ¤ = Ũ¤0 +B
¡1, with

Ũ¤0 = Ũ0¡ Ũ0/U¡10/,0/ Ũ
T
0/ and b̃¤ = b̃¡ Ũ0/U¡10/,0/ b0/ :

(4.29)

For the second reduction, we simplify the expres-

sions b̃¤TŨ¤¡1b̃¤ and jŨ¤j in (4.28). To do this, we
transform the problem from the coordinates of the

bias vector ¯ to those of a vector C¯ comprising the
r¡ 1 relative biases ¯s¡¯r, and the sum of the biases

¯1 +¯2 + ¢ ¢ ¢+¯r. The r£ r block matrix C which ac-

complishes this, and its inverse, are

C=

μ
I¡ ¡1¡
1T¡ I

¶
and C¡1 =

1

r

μ
rI¡ ¡ 1¡1T¡ 1¡

¡1T¡ I

¶
,

(4.30)

where I¡ is the (r¡ 1)£ (r¡ 1) block identity matrix,
and 1¡ is the (r¡ 1)£ 1 block matrix of identity ma-
trices. To simplify b̃¤TŨ¤¡1b̃¤ and jŨ¤j, we work in-
stead with the transformed quantities W=C¡TŨ¤C¡1

and d=C¡Tb̃¤, breaking them into the same blocks as

C:

W=

μ
W¡ Wr

WT
r Wrr

¶
, d=

μ
d¡
0

¶
: (4.31)

After some manipulation, we find

b̃¤TŨ¤¡1b̃¤ = dTW¡1d= dT¡W
¤¡1
¡ d¡ and

(4.32)

jŨ¤j= jCj2jWj= jCj2jWrrj jW¤
¡j, (4.33)

where (D.19) gives W¤
¡ =W¡ ¡WrW

¡1
rr W

T
r . The orig-

inal U and b quantities may now be written in terms of
much simpler quantities:

bTU¡1b= dT¡W
¤¡1
¡ d¡+ b

T
0/ U

¡1
0/,0/ b0/ and

(4.34)

jUj= jW¤
¡j jU0/,0/ j: (4.35)
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The result follows directly. The value of ·([a]) in (4.20)

differs from that in (4.9) by log jDj ¡ 2log jV0j, but this
can be absorbed into the normalizing constant C.

The expression (4.22) simplifies in certain special

cases. When all the bias covariances Bs are diffuse,

D¤¡ = 0, and in the two-sensor case, D
¤
¡ = (B

1 +B2)¡1.

5. NON-KINEMATIC COMPONENTS

Equation (3.29) gives a simple formula for RJ®(zJ ),

the contribution to association probability due to all

non-kinematic data. (We will henceforth drop the super-

script J .) Whereas the results of Section 4 are theorems

that can be used “off-the-shelf,” the category of non-

kinematic data is too diverse to allow results that are

this explicit yet broadly applicable. The explicit eval-

uation of R®(z) using (3.29) depends on the statistical

characteristics of the data, so one must be prepared to

derive an appropriate formula for R®(z) for one’s partic-

ular problem. In this section we will present examples

for various illustrative cases. These cases cover a range

of possible types of non-kinematic data. They may be

used directly for certain applications, modified for oth-

ers, or referred to for guidance in developing appropri-

ate formulas for applications further afield. Section 5.1

discusses how to handle object classification informa-

tion in conjunction with feature data which may depend

on object type. Sections 5.2 and 5.3 provide general

methods for handling noisy and missing data, respec-

tively.

5.1. Object-Type-Dependent Features

We will use the term “object type” to refer to a

specific kind of feature: a discrete one, representing

a finite number of classes to which the object could

belong. It is typically measured by a classifier. The

possible classification calls c are often the same as

the possible object types t, but for the purposes of

data association there is no requirement that the two

be related. The quality of a classifier is determined

by its confusion matrix. We use Ls(c j t) to denote

the confusion matrix entries for sensor s: i.e., the proba-

bility that an object of type t will be classified as c by

sensor s.

Now consider a joint feature whose state space

is parameterized by a state x= (t,y), where t is the

object type and y is the state of some other feature.

Similarly, we decompose a measurement z into its

classification c and the measurement w provided by

a feature extractor attempting to measure y: i.e., z =

(c,w).

Equation (3.29) may be re-written

R®(c,w) =
P®(c,w)Q

(s,i)2®Ps(c
s
i ,w

s
i )
, (5.1)

where (3.24) is now

P®(c,w) =
X
t

Z
p0(t,y)

Y
(s,i)2®

PsD(t,y)L
s(csi ,w

s
i j t,y)

£
Y
s=2®̄
QsD(t,y)dy: (5.2)

and Ps(csi ,w
s
i ) denotes P

®(c,w) for the special case
®= f(s, i)g. To evaluate (5.2) we need to specify what
assumptions we are making about p0, Ls, and PsD. Sec-

tion 5.1.1 describes the simplest case in which R® splits

into c and w components. Section 5.1.2 describes a more
interesting case in which the distribution of a measure-

ment w depends not only on y, but on the object type t

as well.

5.1.1. Independent Case
Suppose the following independence assumptions

for p0 and Ls are applicable,

p0(t,y) = p0(t)p0(y), (5.3)

Ls(csi ,w
s
i j t,y) = Ls(csi j t)Ls(wsi j y): (5.4)

(We are being somewhat cavalier here in the overloading

of the notation p0 and Ls, but trust that the meaning is

clear in context because of the symbols used in their

arguments.) Also suppose that PsD depends only on the

object type t:

PsD(t,y) = P
s
D(t): (5.5)

(Generalizing this to, say, PsD(t,y) = P
s
D(t)P

s
D(y) would

cause complications because QsD(t,y) would not enjoy

the same simple multiplicative form.) With these as-

sumptions, we find

R®(c,w) = RC®(c)RW®(w), (5.6)

where

RC®(c) =
PC®(c)Q

(s,i)2®PCs(c
s
i )

and

RW®(w) =
PW®(w)Q

(s,i)2®PWs(w
s
i )
,

(5.7)

with

PC®(c) =
X
t

p0(t)
Y
(s,i)2®

PsD(t)L
s(csi j t)

Y
s=2®̄
QsD(t) and

(5.8)

PW®(w) =

Z
p0(y)

Y
(s,i)2®

Ls(wsi j y)dy, (5.9)

and with PCs(csi ) and P
Ws(wsi ) being the usual shorthand

for the ®= f(s, i)g case. Also note that the object-type—
dependent detection probability leads to the following

form for the non-detection parameter q:

q=
X
t

p0(t)
Y
s2S
QsD(t): (5.10)

50 JOURNAL OF ADVANCES IN INFORMATION FUSION VOL. 5, NO. 1 JUNE 2010



In the absence of object-type data c, RC®(c) simplifies
because Ls(csi j t) may be replaced by 1 in (5.8). When
there is, furthermore, no object-type component of state

t, RC®(c) simplifies further:

RC® =

Q
s2®̄ P

s
D

Q
s=2®̄ Q

s
DQ

s2®̄
³
PsD
Q
s0 6=s Q

s0
D

´ = q1¡j®j, (5.11)

where q is simply the product of the QsD over all s 2 S,
rather than (5.10).

The form (5.6) is quite convenient, as it allows one

to separate the computations dealing with the object-

type C data from that of the other feature W. However,

it is often the case that objects of different types will

have substantially different feature statistics. For exam-

ple, objects of one type t1 may have a certain prior dis-

tribution p0(y j t1) on feature values as well has a certain
measurement likelihood function Ls(w j y, t1), while ob-
jects of another type t2 may not even have the feature

in question. In cases like this, we need a more accom-

modating approach.

5.1.2. Dependent Case
Instead of making assumptions (5.3) and (5.4), we

write this general decomposition of p0 and Ls, which

makes no assumptions–just manipulations of condi-

tional probabilities:

p0(t,y) = p0(t)p0(y j t), (5.12)

Ls(csi ,w
s
i j t,y) = Ls(csi j t,y)Ls(wsi j csi , t,y):

(5.13)

We now make two mild assumptions about (5.13) in

place of the radical assumption made in (5.4). First, we

assume that Ls(csi j t,y) does not depend on y. Although
the classifier behavior may in fact depend on the fea-

ture state y, we assume that this is a minor effect. This

is convenient because although one expects a confusion

matrix Ls(c j t) to be provided with a classifier for a
given sensor configuration, one is unlikely to be pro-

vided with the dependence of the classifier on y. Sec-

ond, we assume that Ls(wsi j csi , t,y) does not depend on
csi . In other words, we assume that the true object type

suffices to determine how the measurement wsi depends

on the feature state y, and that the called type yields little

additional information. With these assumptions, (5.13)

simplifies to

Ls(csi ,w
s
i j t,y) = Ls(csi j t)Ls(wsi j t,y): (5.14)

Finally, as in (5.5) of Section 5.1.1 we assume that the

detection probability depends only on the object type:

PsD(t,y) = P
s
D(t).

Using (5.12), (5.14), and (5.5) we may simplify (5.2)

to a relatively simple sum over t,

P®(c,w) =
X
t

p0(t)
Y
(s,i)2®

PsD(t)L
s(csi j t)

Y
s=2®̄
QsD(t)P

®(w j t),

(5.15)

where

P®(w j t) =
Z
p0(y j t)

Y
(s,i)2®

Ls(wsi j t,y)dy:

(5.16)

The formula (5.10) for q also holds in this case. Thus

this object-type—dependent case requires one to evaluate

an analog of (5.9) for each object type t–namely (5.16).

The result of this is coupled with the classification data,

via (5.15), resulting in a calculation which is somewhat

more complicated than (5.8), but is nevertheless rather

straightforward, especially considering its much greater

generality and realism.

It remains to evaluate the integral in (5.16). In doing

so, we will first consider two general phenomena that

affect its evaluation. Section 5.2 will address the issue

that feature extraction is often a noisy procedure, and

propose a robust, general principle for coping with this.

Finally, Section 5.3 will describe how to cope with the

fact that features might be missing and/or assessed to

be missing.

5.2. Non-Informative Noise

Let us consider the object type t in (5.16) fixed in

this section, and suppress it in the notation. This is

equivalent to considering (5.9) instead (suppressing the

W from the notation). Either interpretation yields

P®(w) =

Z
p0(y)

Y
(s,i)2®

Ls(wsi j y)dy: (5.17)

A typical feature model one might use for Ls(w j y)
is a Gaussian. Such a model carries the risk of return-

ing incredibly tiny assessments of probability density

for a measurement w arising (e.g., 10¡100, 10¡1000, or
smaller) when it doesn’t match y well. In a realistic

situation, the probability density of a measurement w

could never be that small because there is always the

possibility of some glitch in the feature extraction rou-

tine. By allowing such tiny probability densities to oc-

cur in the model, one runs the risk of the feature ex-

tractor completely preventing a pair of tracks being as-

sociated even when the kinematic information is ex-

tremely favorable to association. Because one of the

chief fears in incorporating a feature extractor into an

association algorithm is that it might ruin kinematic-

only performance that is already fairly good, it is pru-

dent to account for the possibility of noise in the fea-

ture measurement model. (Note: one could make the

same argument to point out that the rapid decay of

Gaussians allows anomalous kinematic data to override

perfect feature matches, so one might include a noise

term in the kinematic association terms as well. This

would be a point worth considering when feature ex-

traction technology reaches the maturity of kinematic

tracking.)
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We regard a function as representing pure noise

when the distribution of measurements w it yields is

independent of the actual feature state y. One option

for a noise model is a uniform distribution of w over a

certain range. Although this seems simple, it introduces

an additional parameter (the width of the distribution)

and complicates the required integrals, while not nec-

essarily being a good model of noise. Instead, we pro-

mote the use of a non-informative model for noise. This

model sets the distribution of measurements due to noise

equal to the overall distribution of valid measurements.

It is called non-informative because a measurement w

provides no information as to whether it arose from

a valid measurement of some object or merely from

noise. Were one to know how noise differs statistically

from valid measurements, one could use this informa-

tion to flag certain measurements w as more likely to

have arisen from noise than others, and perhaps squeeze

even more performance out of an association algorithm,

but at the risk of algorithm robustness should the noise

behave differently than expected. In contrast, the non-

informative assumption provides a conservative, robust

baseline model for noise.

We use the non-informative assumption as follows.

Rather than developing a model for the measurement

likelihood function Ls(w j y) directly, we develop a

model Ls¹(w j y) for how we expect the measurement

w to be distributed given that (a) the true feature value

is y, and (b) the measurement is actually behaving ac-

cording to the model. We let as¹ denote the probability

that the feature is obeying the model and express the

overall measurement likelihood function Ls(w j y) as

Ls(w j y) = as¹Ls¹(w j y)+ (1¡ as¹)Psº (w), (5.18)

where Psº (w) is the distribution of w given that it arises

from noise. Note that there is no dependence on the true

state y in this case. We now define the following analog

of (5.17) for Ls¹:

P®¹ (w) =

Z
p0(y)

Y
(s,i)2®

Ls¹(w
s
i j y)dy: (5.19)

The special case ®= f(s, i)g is particularly important
here. Thinking of w as representing wsi here, we de-

fine

Ps¹ (w) =

Z
p0(y)Ls¹(w j y)dy: (5.20)

Equation (5.20) expresses the overall distribution

Ps¹ (w) of w values arising on sensor s when the features

are “obeying the model.” The non-informative noise

assumption is that the distribution in the noise case

Psº (w) is identical to P
s
¹ (w):

Psº (w) = P
s
¹ (w): (5.21)

Using this, and substituting the expression in (5.18) for

Ls(w j y) into (5.17) yields

P®(w) =
X
®0μ®

A®̄,®̄
0

¹ P®
0

¹ (w)
Y

(s,i)2®n®0
Ps¹ (w

s
i )

=
X

®0μ®j®0 j¸2
A®̄,®̄

0
¹ P®

0
¹ (w)

Y
(s,i)2®n®0

Ps¹ (w
s
i )

+C®̄¹

Y
(s,i)2®

Ps¹ (w
s
i ), (5.22)

where

A®̄,®̄
0

¹ =
Y
s2®̄0
as¹

Y
s2®̄n®̄0

(1¡ as¹) and C®̄¹ =
X

®̄0μ®̄j®̄0 j·1
A®̄,®̄

0
¹ :

(5.23)

Equation (5.22) simplifies significantly in the two-

sensor case. Letting ®= f(1, i), (2,j)g, it reduces to
P®(w) = a1¹a

2
¹P

®
¹ (w) + (1¡ a1¹a2¹)P1¹ (w1i )P2¹ (w2j ):

(5.24)

The formula (5.22) (or (5.24)) applies both to the

relatively simple case of Section 5.1.1, and the more

complicated case of Section 5.1.2. In the latter case,

it should be interpreted as a formula for P®(w j t), the
dependence on object type t having been suppressed.

In this case, one would use (5.19) to compute P®¹ (w j t)
from p0(y j t) and Ls¹(w j t,y), and the parameters as¹ may
(or may not) depend on t as well. The resulting formulas

for P®(w j t) for each t would then be used in (5.15) in
place of (5.16). In the two-sensor case, this amounts to

a fairly trivial modification.

Section 5.1.1 treats the case where the feature is

independent of object type. In this case, the result

may be expressed in terms of a quantity R®¹ (w) which
represents what we would use if we ignored noise

modeling:

R®¹ (w) =
P®¹ (w)Q

(s,i)2®Ps¹ (w
s
i )
: (5.25)

The inclusion of noise modeling yields the following

forms for R®(w),

R®(w) =
X

®0μ®j®0j¸2
A®̄,®̄

0
¹ R®

0
¹ (w) +C

®̄
¹ , or

R®(w) = a1¹a
2
¹R

®
¹ (w) + (1¡ a1¹a2¹),

(5.26)

in the general and two-sensor cases, respectively. The

two-sensor formula has a pleasing interpretation as a

convex combination of the model value R®¹ (w) and the
neutral value 1.

To use the non-informative noise model, then, one

takes the formula one has developed for P®(w j t) or
R®(w), renames it P®¹ (w j t) or R®¹ (w), respectively, then
uses the appropriate equation above ((5.22), (5.24), or

(5.26)) to incorporate the possibility that real-world

measurements may not obey one’s model. This is a nice
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form of modularity, which allows us to develop formu-

las without explicitly considering the effect of noise: it

can be incorporated with any model one develops. Sim-

ilarly, one may develop models for various object types

t and combine them using (5.15). Next we develop a

similarly modular capability for handling the possibility

of missing features.

5.3. Missing Features

In this subsection we consider the complication that

a feature may not be present on every object. If the fea-

ture extractor cannot handle this situation, but returns

some meaningless value when the feature is absent, one

can use the non-informative noise assumption of Sec-

tion 5.2. However, when the feature extractor exhibits

a distinctive behavior for objects that lack the feature,

then it is advantageous to exploit this information in

a way that the non-informative noise model does not.

Here we assume that either the designer of the feature

model has created a flag that indicates a belief that the

feature is absent, or that some post-processing of the

output produces such a flag. In either case, the perfor-

mance would undoubtedly be imperfect, and may be

characterized by a detection probability Psd (the prob-

ability of the feature being declared present on sensor

s when it is indeed present) and a false alarm proba-

bility Psfa (the probability of the feature being declared

present when it is in fact missing). We use the lower

case d to distinguish the missing feature detection prob-

ability Psd here from the object detection probability

PsD.

We extend the state space for the feature to account

for the possibility of it being missing. If y denotes the

feature state, then we distinguish between two types

of values it can take: ye, which denotes a value for a

feature that exists, and 0/ , which denotes that the feature

is missing. The prior p0(y) on the feature state may be

expressed as

p0(y) =

½
PEp

0
e(ye) for y = ye,

QE for y = 0/ ,
(5.27)

where PE is the prior probability of the feature existing,

QE = 1¡PE, and p0e(ye) is the prior distribution on ye
given that the feature exists.

We let wsi denote the feature measurement on sensor

s. Like the feature state, the measurement can take two

types of values: a proper value wspi, or a call from the

feature extractor on sensor s that it is missing, 0/ s. To

express the measurement likelihood function Ls(wsi j y)
now requires four cases:

Ls(wspi j ye) = Psd Lsd(wspi j ye),
(5.28)

Ls(wspi j 0/ ) = PsfaLsfa(wspi),

Ls(0/ s j ye) =Qsd,
(5.29)

Ls(0/ s j 0/ ) =Qsfa,

where Qsd = 1¡Psd , Qsfa = 1¡Psfa, Lsd(wspi j ye) is the mea-
surement likelihood function given that the feature ex-

ists and measurement is proper, and Lsfa(w
s
pi) is the mea-

surement likelihood function given that the feature does

not exist but the measurement is proper. These formulas

are somewhat different from those in [11], where it is

assumed that a “false alarm” can occur even in the case

where the feature exists.

We now evaluate the integral in (5.9), suppressing

the superscript W:

P®(w) =

Z
p0(y)

Y
(s,i)2®

Ls(wsi j y)dy: (5.30)

Let ®p denote the subset of (s, i) 2 ® for which wsi
is a proper measurement, and ®0/ denote the subset

for which wsi = 0/
s. We make a number of definitions

similar to those of Section 5.2 for non-informative

noise. Analogously to (5.19) we define

P
®p
d (w) =

Z
p0e(ye)

Y
(s,i)2®p

Lsd(w
s
pi j ye)dye (5.31)

to be the version of P®(w) one would use when not
considering the possibility of missing features. Thinking

of w as representing wspi we write the special case

®= f(s, i)g of (5.31) as

Psd (w) =

Z
p0e(ye)L

s
d(w j ye)dye: (5.32)

We employ the non-informative noise assumption to

model Lsfa(w
s
pi):

Lsfa(w
s
pi) = P

s
d (w

s
pi): (5.33)

With the above definitions, we may re-write (5.30) as

P®(w) = PE

0@ Y
(s,i)2®p

Psd

Y
(s,i)2®0/

Qsd

1AP®pd (w)

+QE

0@ Y
(s,i)2®p

Psfa

Y
(s,i)2®0/

Qsfa

1A Y
(s,i)2®p

Psd (w
s
pi):

(5.34)

This section has described how to incorporate object-

type-dependence, noise, and missing features into the

evaluation of the feature component of association prob-

ability. Ultimately, regardless of what effects are in-

cluded, one must evaluate an integral of the form (5.30)

where the prior p0(y) and the measurement likelihood

function Ls(wsi j y) are appropriate to some specific fea-
ture. A Gaussian model for Ls(wsi j y) may be appro-
priate, in which case one can treat the feature in the

same way as one-dimensional kinematic data. A more

complex example is presented in Section 6, where an

angle-valued measurement has a von Mises error distri-

bution coupled with the possibility of being off by 180±.
The example shows explicitly how to evaluate (5.30) in
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this case, and then combine it with all three phenomena

in this section to produce association probabilities.

6. EXAMPLE

6.1. Sample Calculation

This section provides an example of the computation

of association probabilities in a complex scenario. It

has three sensors with unknown biases, object-type

classification data and object-type-dependent detection

probabilities, and finally, noisy and possibly missing

features whose distributions vary between object types.

We perform this sample calculation for the following

data set:

² Measurements:
s= 1: y11 = (1:5,3:7), y12 = (9:3,1:9),

y13 = (13:2,¡11:2),

s= 2: y21 = (¡6:2,14:9), y22 = (¡3:6,6:9),
y23 = (3:0,4:5),

s= 3: y31 = (¡16:8,¡4:8), y32 = (¡7:3,¡11:1):
² Error covariances:

s= 1: V11 =

μ
1:58 ¡0:12
¡0:12 2:27

¶
, V12 =

μ
8:0 ¡2:0
¡2:0 10:2

¶
,

V13 =

μ
8:7 ¡5:8
¡5:8 12:8

¶
,

s= 2: V21 =

μ
13:4 ¡0:6
¡0:6 4:0

¶
, V22 =

μ
57: ¡31:
¡31: 30:

¶
,

V23 =

μ
3:22 ¡1:15
¡1:15 1:76

¶
,

s= 3: V31 =

μ
1:32 0:52

0:52 0:94

¶
, V32 =

μ
13:6 10:7

10:7 9:3

¶
:

² Called types:
s= 1: c11 =N, c12 = ¨, c13 = ²,

s= 2: c21 = ¨, c22 = ¨, c23 = ¥,

s= 3: c31 = ¨, c32 =I:

² Feature measurements:
s= 1: w11 = 0/

1, w12 = 5:5771, w13 = 6:2067,

s= 2: w21 = 4:9773, w22 = 4:9101, w23 = 6:2011,

s= 3: w31 = 5:1253, w32 = 3:0885:

The data set is visualized in Fig. 1. The measurements

are labeled from left to right on each sensor. The kine-

matic error covariances are represented by 90% contain-

ment ellipses. The called object types for the classifiers

Fig. 1. Measurements and error covariances, with ellipses denoting

90% containment regions, symbols denoting object-type calls, and

line segments denoting measured feature values (angles).

are the symbols used for plotting them. The feature mea-

surements are angles ranging from 0 to 2¼, represented

by a small line segment, or the special value 0/ s denoting

a missing feature call by sensor s.

There are 778 possible associations for n= (3,3,2).
To speak meaningfully of the probabilities of these

associations given the data, one must make assumptions

about the data generation process. Here, we make the

following assumptions:

² Log-diffuse prior on number of objects (cf. Sec-

tion B.1)

² Covariance of prior kinematic distribution:

V0 =

μ
8 ¡9
¡9 11

¶
² Diffuse bias priors for all sensors
² Four object types (¥, ¨, N, and H) with statistics given
in Tables I and II

² An object-type—dependent angular feature with statis-
tics described below

The four ground-truth object types listed above may

be thought of as the possible shapes of an object. The

Bayesian methodology requires a prior distribution p0(t)

on these types, which is given in Table I. Some object

types may be easier to detect on a given sensor than

others. Table I also gives the detection probability for

each type on each sensor.

Although the prior probability is much larger for

t=H than for other object types (p0(H) = 0:55), (C.7)
implies that the expected number nD(t) of each object

type t detected on at least one sensor is roughly equal
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TABLE I

Prior and Detection Probabilities for Object Types

TABLE II

Confusion Matrices for Each Sensor

across types:

E[nD(¥) j n] = 0:765169, E[nD(N) j n] = 0:795727,
E[nD(¨) j n] = 0:763363, E[nD(H) j n] = 0:849989:
The measurement likelihood functions Ls(c j t) for

each sensor are given by the confusion matrices in

Table II. In a real application, such values would be

the result of training a classifier. Although the set of

possible called types for a classifier is often identi-

cal to the set of ground truth types, only the sensor

2 classifier operates this way in the example. Sensor

1 has an additional called type ² representing “un-
known,” whereas Sensor 3 cannot distinguish between

N and H, so it issues a call I which represents either

one.

We now specify phenomenologically rich feature

distributions for each of the object types above. First, we

assume that the feature may be missing, and let PE(t) be

the prior probability that a proper, ground-truth feature

value exists for an object of type t. The values of PE(t)

are given in Table III. Assuming a proper value ye does

exist, we assume it to be a uniformly distributed angular

quantity: i.e., p0e(ye j t) = 1=2¼.

The measurement likelihood function for object type

t on sensor s is governed by five quantities: as¹(t), P
s
d (t),

Psfa(t), p
s
jump(t), ¾

s(t). These are given in Table III. As

in Section 5.2, as¹(t) represents the probability that the

measurement w obeys the model described by the rest

of the measurement likelihood function. The probabil-

ities Psd (t) and P
s
fa(t) are the detection and false alarm

probabilities for the decision problem of declaring a

proper feature value or missing, as described in Sec-

tion 5.3. Finally, we specify an underlying model for

the non-noise, detection case based on the parame-

ters psjump(t) and ¾
s(t). The jump probability psjump(t)

is the probability that an additional ¼ has been erro-

neously added to the feature measurement. The pseudo-

standard—deviation ¾s(t) is an analog to the standard

deviation of a Gaussian in the case of a feature whose

domain is the entire real line. The angular analog of a

Gaussian is the Von Mises distribution [1]:

M(μ;¹,·) =
e·cos(μ¡¹)

2¼I0(·)
, (6.1)

where I0 is the modified Bessel function of order 0. The
· in (6.1) is analogous to an inverse variance. Thus the
distribution of a feature value w (before introducing the
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TABLE III

Prior and Detection Probabilities for Object Types

additional effects of jump, missing features, and noise),

isM(w;y,¾s(t)¡2).
The probability distribution is now fully specified,

giving sufficient information to compute the probabil-

ity of each possible association. In order to do so, we

will use the following identity for the Von Mises distri-

bution:

1

2¼

Z 2¼

0

rY
s=1

M(μ;¹s,·s)dμ

= I0

Ã¯̄̄̄
¯
rX
s=1

·s exp(i¹s)

¯̄̄̄
¯
!,

rY
s=1

2¼I0(·
s):

(6.2)

We now compute the probability of one of the most

plausible of the 778 possible associations, namely:

[a] = f(1,1,1), (2,2,0/ ), (3,3,2)g
(which is shorthand for [a] = ff(1,1),(2,1), (3,1)g,
f(1,2),(2,2)g,f(1,3),(2,3), (3,2)g). We begin by evalu-
ating the quantities in (4.17):

W(1,1,1) =

μ
0:32753 ¡0:08142
¡0:08142 0:33302

¶
,

W(2,2,0/) =

μ
2:78935 ¡2:85439
¡2:85439 3:67734

¶
,

W(3,3,2) =

μ
0:36425 ¡0:08525
¡0:08525 0:33942

¶
,

and, writing column vectors in rows for convenience,

m(1,1,1) = (¡4:87067,3:66306),

m(2,2,0/) = (1:62393,¡1:04784),

m(3,3,2) = (3:09849,¡1:43294):
These are then used to compute ·® from (4.10) for each

® 2 [a]:
·(1,1,1) =¡87:4344,

·(2,2,0/) =¡0:2445,

·(3,3,2) =¡23:8285:
The values ofW® and m® above are also used to compute

H, W¤
¡, h, and b̃

¤
¡:

H =

μ
20:519 ¡23:979
¡23:979 28:650

¶
,

W¤
¡ =

0BBB@
0:56727 0:05332 ¡0:18105 ¡0:20300
0:05332 0:48860 ¡0:10474 ¡0:20623
¡0:18105 ¡0:10474 0:34568 0:08847

¡0:20300 ¡0:20623 0:08847 0:63862

1CCCA ,
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h= (¡0:14826,1:18228),
b̃¤¡ = (¡5:5339,¡0:04816,¡1:2648,¡6:9713):

From these we have jW¤
¡j jHj= 0:473943, and b̃¤T¡

¢W¤¡1
¡ b̃¤¡+ h

TH¡1h= 247:8660, so (4.20) yields ·([a])
=¡248:613. Combining this in (4.8) with the values of
·® we have

GK(zK , [a]) = C exp

Ã
¡1
2

Ã
·([a])+

X
®2[a]

·®

!!

= 1:58147£ 1078C:
In addition to GK(zK , [a]) there are two other con-

tributions to the association probability in (3.25). We

compute g([a]) from (B.10). This requires the probabil-

ity q that an object is undetected on all sensors, which

is given by (5.10):

q=
X
t

p0(t)
Y
s2S
QsD(t) = 0:001945 (exactly):

Therefore g([a]) = (2!=7!)0:9980555 = 0:000392981.

Finally, we compute the joint object-type—feature

component GJ (zJ , [a]), which is somewhat involved.
Fortunately, (3.28) and (3.29) reduce this calculation

to the computation of PJ®(zJ ) for each ®, and there
are only 47 possible sets ® (compared to 778 asso-

ciations). Because the feature distributions and detec-

tion probabilities are object-type—dependent, for any

®, PJ®(zJ ) is given by P®(c,w) in (5.15) (the J be-
ing suppressed, and zJ expanded into (c,w)). This, in
turn, requires the computation of P®(w j t) in (5.16) for
each object type t. We will compute P®(w j t) explic-
itly for one of the sets ® in our example [a], namely

®= (3,3,2) = f(1,3),(2,3), (3,2)g. To do so, we suc-
cessively break down the computation in order to ac-

count for various phenomena–in each case expressing

P®(w j t) in terms of some simpler version of P®(w j t)
which does not include the phenomenon. Specifically,

we do this for noise, then missing features, then the

jump by ¼.

The first phenomenon to account for is noise, so

we evaluate P®(w) using (5.22), suppressing the depen-
dence on t in the notation for brevity. This requires

that we compute P®
0

¹ (w) for all eight subsets ®
0 μ ®,

where ®0 represents a hypothesis about which mea-
surements in ® arise from the model (as opposed to

noise). To compute each P®
0

¹ (w), we turn to (5.34) to

handle missing features. In this case, ®p = ®
0 for any

®0 μ ® because wsi is proper (i.e., non-missing) for each
(s, i) 2 ®: w13 = 6:2067, w23 = 6:2011, and w32 = 3:0885.
This, in turn, requires us to evaluate P®

0
d (w), accounting

the the jump phenomenon. Unlike noise and missing

features, we do not have a general equation to account

for the possible jump by ¼, as it is a rather specific

phenomenon. Therefore we adapt (5.17) to this specific

case, providing a general formula for P®(w) (which we

then use to evaluate P®
0

d (w)):

P®(w) =

Z
p0(y)

Y
(s,i)2®

(qsjumpL
s(wsi j y) +psjumpLs(wsi ¡¼ j y))dy

=
X
®0μ®

Y
(s,i)2®0

psjump

Y
(s,i)2®n®0

qsjumpP
®
M (w

®0 ): (6.3)

Here ®0 represents a hypothesis about which measure-
ments in ® have experienced a jump by ¼, and w®

0
is

the same as w, but with ¼ subtracted from each wsi for

which (s, i) 2 ®0. Finally, we must compute the P®M (w) in
(6.3). This is given by (6.2).

P®M (w) = I0

Ã¯̄̄̄
¯X
(s,i)2®

(¾s)¡2 exp(iwsi )

¯̄̄̄
¯
!, Y

(s,i)2®
2¼I0((¾

s)¡2):

(6.4)

Now, we may begin the numerical computation of

the original P®(w j t) (including all phenomena) for

®= (3,3,2) = f(1,3), (2,3),(3,2)g.

P®M (w j ¥) =
I0(j0:1¡2e6:2067i+0:07¡2e6:2011i+0:05¡2e3:0885ij)

(2¼)3I0(0:1
¡2)I0(0:07

¡2)I0(0:05
¡2)

= 8:87511£ 10¡264:
Naturally, this value is tiny because w32 = 3:0885 is

many sigmas away from w13 and w
2
3. However, when we

evaluate (6.3), we sum over cases where ¼ is subtracted

from wsi for some subset ®
0 of ®. This will produce a

large value for the subset ®0 = f(3,2)g:
P®M (w

®0 j ¥)

=
I0(j0:1¡2e6:2067i +0:07¡2e6:2011i+0:05¡2e(3:0885¡¼)ij)

(2¼)3I0(0:1
¡2)I0(0:07

¡2)I0(0:05
¡2)

= 2:55152:

Naturally, the same value is produced for ®0 = f(1,3),
(2,3)g, but all other ®0 μ ® produce negligible values.
Therefore (6.3) may be evaluated as

P®d (w j ¥) = 0:99£ 0:98£ 0:06£ 2:55152
+0:01£ 0:02£ 0:94£ 2:55152+ (tiny)

= 0:149009:

Here we use the subscript d in anticipation of the next

step: incorporating the effects of missing features via

(5.34). This will require the value of P®d (w j ¥) for
one-element sets ®–this value is always equal to the

prior value 1=(2¼) for this specific feature. Referring

to Table III for the values of PE, P
s
d and P

s
fa, we obtain

the following probability density which accounts for the

possibility of the object lacking the feature (and all three

measurements in ® arising as false alarms):

P®¹ (w j ¥) = 0:9£ 0:94£ 0:99£ 0:6£ 0:149009
+0:1£ 0:02£ 0:05£0:001£ (2¼)¡3

= 0:0748806:
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Here we use the subscript ¹ in anticipation of the final

step: incorporating noise. For this we need values of

P®
0

¹ for all subsets ®0 μ ®. Repeating the above steps for
each subset yields

P(3,3,2)¹ (w j ¥) = 0:0748806, P(0/,0/,0/)¹ (w j ¥) = 1,
P(0/,3,2)¹ (w j ¥) = 0:0289101, P(3,0/,0/)¹ (w j ¥) = 0:134963,
P(3,0/,2)¹ (w j ¥) = 0:0193784, P(0/,3,0/)¹ (w j ¥) = 0:142603,
P(3,3,0/)¹ (w j ¥) = 0:421703, P(0/,0/,2)¹ (w j ¥) = 0:0859596:

Therefore

P®(w j ¥) = 0:99£ 0:8£ 0:99£ 0:0748806
+0:8£ 0:99£ 0:01£ 0:0289101£ 0:134963+ ¢ ¢ ¢
+0:01£ 0:2£ 0:01£ 1£ 0:134963£ 0:142603
£ 0:0859596 = 0:0595787:

Carrying out the above computation for each object

type t, we get

P®(w j ¥) = 0:0595787, P®(w j N) = 0:0221195,
P®(w j ¨) = 0:00999947, P®(w j H) = 2:06241:

These are the quantities needed in (5.15) to compute

P®(c,w) for ®= (3,3,2). Using the parameters in Ta-
bles I and II with the called types c13 = ², c23 = ¥, and
c32 =I we have

P®(c,w) = 0:1£ 0:9£ 0:8£ 0:4£ 0:2£ 0:8£ 0:03
£ 0:0595787+0:15£ 0:8£ 0:99£ 0:8£ 0:25
£ 0:08£ 0:03£ 0:00999947+0:2£ 0:95£ 0:7
£ 0:9£ 0:2£ 0:02£ 0:97£ 0:0221195+0:55
£ 0:3£ 0:9£ 0:99£ 0:3£ 0:01£ 0:95£ 2:06241

= 0:000883213:

This value is the largest among three-measurement

sets ®, and the eighth-largest overall. The three largest

values are P(0/,0/,2)(c,w) = 0:00598235, P(3,0/,2)(c,w) =
0:00281482, and P(3,3,0/)(c,w) = 0:00241721. After com-
puting P®(c,w) for all 47 sets ®, we may use (3.29) to

get RJ®(zJ ) for each ®, and then multiply them in (3.28)
to get GJ (zJ , [a]). For [a] = f(1,1,1), (2,2,0/ ), (3,3,2)g
this yields

GJ (zJ , [a]) = 107662:£ 4673:65£ 548368:
= 2:75925£ 1014:

Therefore (3.25) reduces to

Pr([a] j z) = 0:000392981£ 1:58147£ 1078C
£ 2:75925£ 1014 Pr([a0] j z)

= 1:71484£ 1089C0,
where C0 = C Pr([a0] j z).

TABLE IV

The Five Most Probable Associations

Association Probability

f(1,1,0/), (2,2,1),(3,3,2)g 0.452373

f(1,2,0/), (2,1,1),(3,3,2)g 0.226248

f(1,1,1),(2,2,0/),(3,3,2)g 0.137136

f(0/,2,0/), (1,0/,0/), (2,1,1), (3,3,2)g 0.0765394

f(0/,1,1),(1,0/,0/), (2,2,0/), (3,3,2)g 0.0375843

After performing the above computation for all as-

sociations, we may determine the value of the normal-

ization coefficient C0 to find that Pr([a] j z) = 0:137136,
which makes it the third most probable association of

the 778. The most probable associations are shown in

Table IV.

6.2. Simulation

The example above indicates that calculating asso-

ciation probability can be rather involved when one is

incorporating many phenomena. The presence of bias in

the kinematic component of the data introduces a term

·([a]) in the kinematic cost that depends on the asso-

ciation [a] as a whole, preventing integer programming

algorithms from finding optimal associations easily. The

costs for the non-kinematic component of the data may

be decomposed into the costs of individual sets ® 2 [a].
In this case, however, there is a different kind of com-

plication. The measurement likelihood function for the

feature must be designed for specific feature of interest.

In the example above, the feature exhibits a number of

complicating phenomena (dependence on object type,

missing values, noise, and the possibility of jumping by

180±). There is a valid concern that errors may exist
in the derivation, transcription, and/or coding of such

complicated formulas.

However, the probabilities produced, such as those

in Table IV, have a precise meaning and are calculated

exactly. As such, they enable a powerful check. For ex-

ample, if we were able to collect independent events

with probabilities of exactly 23%, they must obey pre-

cisely the same statistical law as flipping a coin whose

probability of heads is 23%. To test the probabilities in

the example of Section 6.1, we make 100,000 runs in

which the data is generated according to the procedure

specified by the given parameters, then compute the as-

sociation probabilities and note, in each run, which asso-

ciation was correct. To do this, we require a method for

generating error covariance matrices Vsi . This is done

as follows. First, a matrix is drawn from the Wishart

distribution W(Vsgen=msgen,msgen), then the result is scaled
by a factor e» where » »N (0, log°sgen). This process is
carried out independently for each Vsi . The parameters

used in this procedure are

² Wishart parameters for error covariances: m1gen = 10,
m2gen = 10, m

3
gen = 10
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² Baseline error covariances:

V1gen =

μ
5 1

1 7

¶
,

V2gen =

μ
6 ¡3
¡3 4

¶
,

V3gen =

μ
7 5

5 4

¶
² Scale factors for error covariances: °1gen = 2, °2gen = 3,
°3gen = 4

There are some subtleties to the simulation process

due to the diffuse nature of the priors employed, and

to the requirement of not leaving extraneous signatures

in the data. There are three places where diffuse priors

occur: in the number of objects n; in », the center of the

region of objects; and in the bias ¯s of some sensors.

Appendix C shows how to simulate data efficiently with

a specified number of tracks ns on each sensor, even

when the prior ½0 is diffuse. To circumvent directly

sampling from diffuse priors for » and ¯s, we impose

the convention that scenes from sensors with diffuse

bias priors are pre-processed to have a centroid of

zero, and that all the other scenes are pre-processed

jointly to have a centroid of zero. This renders the

choices of » and of ¯s for those sensors s with diffuse

priors irrelevant because they leave no trace in the

data.

One hundred thousand runs were made for this

scenario, each run producing probabilities for each of

the 778 possible associations. These associations were

grouped into bins: those with probability less than

0.0001, those with probability between 0.0001 and

0.001, etc. For example, there were 452,911 associa-

tions with probability between 0.001 and 0.01. Of these,

1453 were correct associations, i.e., 0.32081%. This is

certainly consistent–it lies between 0.1% and 1%–

but we will demonstrate a far more stringent valida-

tion.

One may consider the 77,800,000 association events

as independent flips of biased coins with various prob-

abilities pi of coming up heads (meaning “correct as-

sociation”). (Technically the events are not completely

independent but only very nearly so: two events picked

at random have a 1-in-a-100,000 chance of coming from

the same run, and hence exhibiting dependence.) We

may consider either the entire data set of flips, or any

subsets we like provided they are chosen without refer-

ence to ground truth. The law of large numbers says

that the number of heads in any such data set will

asymptotically approach a Gaussian distribution whose

mean equals the sum of pi over the events i, and whose

variance equals the sum of pi(1¡pi). Therefore, letting
“tot” denote the total number of associations in a data set

and “#” denote the number of these which are correct,

we have

E(#=tot) =
1

tot

totX
i=1

pi and

¾(#=tot) =
1

tot

vuut totX
i=1

pi(1¡pi):
(6.5)

We may now make a much more incisive observa-

tion about 0.32081% than the fact that it lies between

0.1% and 1%. We find that E(#=tot) = 0:32728%, and
¾(#=tot) = 0:00848%. Thus, not only is 0.32081% be-

tween 0.1% and 1%, and not only is it close to the

expected value 0.32728%, but it is precisely 0.76 stan-

dard deviations below the expected value. Furthermore,

the large number of trials ensures that the distribution

is approximately Gaussian, so we can convert the score

³ =¡0:76 into the statement that the number of cor-
rect associations lies at the 22nd percentile: i.e., it is a

perfectly typical event.

Table V gives similar results for all probability bins.

The first two columns specify the range of computed

association probabilities in the bin. The third column

gives the total number of associations (out of 77.8 mil-

lion) with computed probabilities in the range of the bin.

Column four gives the number of associations in the

probability bin which are correct (and therefore sums

to 100,000), and column five gives the fraction which

are correct (column four divided by column three). The

sixth and seventh columns give the expected value and

standard deviation of the value in column five based on

(6.5). Column eight gives the number of standard devi-

ations which column five is above or below its expected

value (i.e., ³ = (#=tot¡E(#=tot))=¾(#=tot)). Finally, col-
umn nine converts column eight into the corresponding

percentile of a Gaussian distribution.

The results in Table V verify the association proba-

bility formulas given in this paper in the scenario of Sec-

tion 6.1. The most anomalous result is that only 99.42%

of the associations with probability in the range 99% to

99.9% are correct, compared to an expected value of

99.53%, but this is only a 2.2 sigma event: still quite

typical. Similar results hold for events other than com-

plete associations. An event of great interest, for exam-

ple, is whether the association deemed most probable is

correct. As shown in Table VI, this occurs 82.8% of the

time.
It is notable that both small and large probabili-

ties are reliable–there is no failure in any probability
range. Similar results are presented in [10] for a simpler,
but denser, scenario (two sensors, kinematic-only data).
There, a comparison is made between the exact bias in-
tegration formula presented in Section 4 and a method,
currently considered state-of-the-art, in which the single
most likely bias is selected and removed for each associ-
ation hypothesis. Although the latter method performed
reasonably accurately (17.6%, compared to 23.1% for
the exact method) the probabilities it produced were off
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TABLE V

Truth Versus Correctly Computed Probabilities for Various Probability Ranges

pmin pmax tot # #/tot E(#=tot) ¾(#=tot) ³ %

0 0.0001 75,986,700 85 0.0000011 0.0000010 0.0000001 0.65 0.74

0.0001 0.001 1,043,478 350 0.0003354 0.0003407 0.0000181 ¡0:29 0.39

0.001 0.01 452,911 1,453 0.0032081 0.0032728 0.0000848 ¡0:76 0.22

0.01 0.02 70,545 991 0.0140478 0.0141537 0.0004446 ¡0:24 0.41

0.02 0.05 64,167 2,020 0.0314804 0.0318053 0.0006919 ¡0:47 0.32

0.05 0.1 34,618 2,383 0.068837 0.0708085 0.0013765 ¡1:43 0.08

0.1 0.2 27,279 3,907 0.143224 0.143045 0.002113 0.08 0.53

0.2 0.3 14,298 3,579 0.250315 0.245706 0.003592 1.28 0.90

0.3 0.4 9,497 3,249 0.342108 0.347989 0.004879 ¡1:21 0.11

0.4 0.5 7,774 3,522 0.453049 0.448765 0.005631 0.76 0.78

0.5 0.6 6,804 3,753 0.551587 0.549095 0.006022 0.41 0.66

0.6 0.7 6,557 4,234 0.645722 0.650153 0.005879 ¡0:75 0.23

0.7 0.8 7,618 5,747 0.754397 0.751855 0.004937 0.51 0.70

0.8 0.9 11,162 9,602 0.860240 0.855228 0.003319 1.51 0.93

0.9 0.99 35,018 33,669 0.961477 0.960444 0.001033 1.00 0.84

0.99 0.999 20,013 19,897 0.994204 0.995258 0.000485 ¡2:17 0.01

0.999 1 1,561 1,559 0.998719 0.999301 0.000669 ¡0:87 0.19

TABLE VI

MAP Performance for Correctly Computed Probabilities

tot # #/tot E(#=tot) ¾(#=tot) ³ %

100000 82805 0.828050 0.826473 0.000996 1.58 0.94

by up to several hundred standard deviations, and were
particularly inaccurate for events at the high- and low-
probability extremes.

7. CONCLUSION

This paper espouses a Bayesian methodology for
developing association probability formulas to use as
a basis for developing high-quality, robust association
algorithms. Section 2 derives a general formula for as-
sociation probability given data from multiple sensors
with uncorrelated errors at some fixed time. Sections 4
and 5 provide specific formulas for biased kinematic
data and various kinds of non-kinematic data, respec-
tively. A hallmark of the Bayesian approach is that the
probabilities produced can be rigorously verified by the
method introduced in Section 6.2.

One may argue that although the probabilities pro-

duced by a Bayesian method may be quite accurate in

the scenario for which they are designed, real data will

surely fail to conform to the underlying model and input

parameters, so the assumption that Bayesian algorithms

are superior to simpler non-Bayesian ones is unjustified

for real data. This is not actually an argument for or

against Bayesian algorithms, however–it merely makes

the valid point that the true measure of the quality of an

algorithm or a formula is its performance on real data.

An ideal testbed would subject algorithms to the same

range of phenomena that domain experts believe to oc-

cur in real data, presenting such a variety of scenarios

that over-fitting is impossible. If an algorithm is able

to produce association probabilities that are rigorously

verifiable (in the sense of Section 6.2) within such a

testbed, then when it outputs a result such as “the prob-

ability that these two measurements arose from the same

object is 75%,” this has a clear and useful meaning: of

all possible states of the world which could give rise

to the data we have observed, the measurements arise

from the same object in three out of four of them.

To achieve such a reliable algorithm it is necessary

to develop an accurate simulation capability, then to

develop an association probability formula which ex-

ploits the domain expertise captured in the simulation to

achieve accurate probability calculations. Only though a

methodology for developing formulas which produces

verifiably meaningful probabilities in simpler cases can

one hope to achieve the goal of producing meaningful

probabilities in the more realistic and complex cases.

This paper supplies a general approach for developing

such formulas, as well as results for certain specific

cases.
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APPENDIX A. INCORPORATING FALSE ALARMS

The derivation in Section 2 assumes that none of

the measurements are false alarms. The incorporation

of false alarms affects only the combinatorial factor

g([a]) in (2.12), however. Therefore the simpler, non-

false-alarm case is used in the body of this paper. All

results may be extended to include false alarms by using

the modified value of g([a]) presented in this appendix.

When false alarms are present, the size nsD of JsD
(the set of objects detected on sensor s) may fall short
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of ns (the number of measurements on sensor s). Let

IsFA denote the set of false alarm measurements on

sensor s and nsFA = jIsFAj, so that nsD + nsFA = ns. The prior
probability that the number of false alarms on sensor

s is exactly nsFA is denoted ½
s
FA(n

s
FA): this is assumed

to be a known property of sensor s. If a measurement

arises as a false alarm, the distribution of its (spurious)

value zsi given the systematic error ¯
s and center » is

denoted LsFA(z
s
i j ¯s,»). The analog of Lemma 2.1 in the

false-alarm case is the following.

LEMMA A.1 The probability density of the measurement

array zs arising according to the mapping as given the

object state array x, the systematic error ¯s, and the
center » of the prior region of state space is

Pr(zs,as j x,¯s,»)
= nsFA!½

s
FA(n

s
FA)

Y
i2Is

FA

LsFA(z
s
i j ¯s,»)

£ 1

ns!

Y
j2Js

D

PsD(xj)L
s(zsas(j) j xj ,¯s)

Y
j =2Js

D

QsD(xj):

(A.1)

PROOF Given the object state array x, the probabil-
ity Pr(ns,JsD j x) that the subset of detected objects is JsD
and the total number of measurements ns reflects an

additional nsFA = n
s¡ nsD false alarms is ½sFA(nsFA) times

the product of PsD(xj) and Q
s
D(xj) over detected and

undetected objects j, respectively. Given JsD and

ns, there are ns!=nsFA! equally likely mappings a
s, so

Pr(as j x) = Pr(ns,JsD j x)nsFA!=ns!. Theprobability density
of the measurement array zs given as, x, ¯s, and » is
the product of the individual likelihood functions

Ls(zsi j xj ,¯s) for the detections i= as(j) times the

product of LsFA(z
s
i j ¯s,») for the false alarms. Equa-

tion (A.1) now follows from Pr(zs,as j x,¯s,») =
Pr(zs j as,x,¯s,»)Pr(as j x).
Equation (A.1) is identical to (2.1) except that it has

a dependence on » and an additional false-alarm—related

pre-factor. This pre-factor remains intact throughout the

derivation of association probability in Section 2, until

we arrive at this analog of (2.8):

Pr(z, [a]0 j ¯,») = nsFA!½sFA(nsFA)
Y
i2Is

FA

LsFA(z
s
i j ¯s,»)

£ °0(nD)Q
s2S ns!

Y
®2[a]0

P®(z j ¯,»),

(A.2)

where the notation [a]0 denotes an incomplete associa-
tion–one for which not all measurements are included

in some cluster ® 2 [a]0 (the remaining measurements
being false alarms). We may simplify (A.2) by prescrib-

ing a natural form for the false alarm likelihood function

LsFA(z
s
i j ¯s,»). To do this, we first define the probability

ps that an object is detected on sensor s and on no others

(without regard to what value it produced there):

ps =

Z
p0(x j »)PsD(x)

Y
s0 6=s
Qs

0
D(x)dx: (A.3)

(Like q, ps is independent of » when detection prob-

ability is independent of kinematic state.) We write

LsD(z
s
i j ¯s,») = Ps(zsi j ¯s,»)=ps to denote the probability

density of an object producing the value zsi on sensor

s, given that it was detected by sensor s and no others,

where Ps(zsi j ¯s,») is given by (2.5) for the special case
®= f(s, i)g.
The likelihood ratio

¤sFA(z
s
i j ¯s,») =

LsFA(z
s
i j ¯s,»)

LsD(z
s
i j ¯s,»)

(A.4)

gives the relative likelihood of the value zsi to arise from

a false alarm versus a single-sensor object detection.

Because the integrals of both its numerator and denom-

inator (over zsi ) are 1, if ¤
s
FA > 1 for some value of z

s
i

(meaning zsi is more likely to be a false alarm), then it

must be less than 1 somewhere else. If one has a very

clear notion of the characteristics of measurements that

have arisen due to false alarms, it is appropriate to model

LsFA directly. Otherwise, it is prudent to model ¤
s
FA in-

stead, perhaps assigning it values larger than 1 for wild

values of zsi , and somewhat less than 1 for more credible

values. The simplest, most robust model for ¤sFA is that

it is identically 1. We call this the non-informative noise

assumption (cf. Section 5.2), because it stipulates that

we have no a priori knowledge of the false alarm be-

havior that allows us to distinguish between false alarms

and detections, even when we know the true values of

the systematic errors ¯s and the center » of the set of

objects. The non-informative noise assumption has the

additional benefit of simplifying the association equa-

tions.

If we make the non-informative noise assumption,

then the effect of false alarms can be encapsulated in a

factor °0FA(n
s
FA), defined by

°0FA(n
s
FA) = n

s
FA!½

s
FA(n

s
FA)(p

s)¡n
s
FA : (A.5)

Given this definition, Equation (A.2) may be expressed

more simply.

LEMMA A.2 Using the non-informative noise assump-

tion for false alarms, the probability density of the mea-

surement arrays z arising according to the incomplete
association [a]0 given the systematic error ¯s, and the
center » of the prior region of state space is

Pr(z, [a]0 j ¯,») =
Y
s2S
°0FA(n

s
FA)

°0(nD)Q
s2S ns!

Y
®2[a]

P®(z j ¯,»),

(A.6)

where [a] represents the completion of the incomplete

association [a]0: i.e., [a]0 with clusters f(s, i)g adjoined
for each false alarm measurement.

PROOF Follows directly from (A.2)—(A.5).
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The incomplete association [a]0 distinguishes be-
tween objects detected on only one sensor and false

alarms. Its completion [a] does not, but this can be

quite useful in compressing the hypothesis space when

one cares only about which measurements to associate.

To obtain the probability of a completion [a], we sum

(A.6) over all [a]0 for which [a] is the completion. This
sum acts only on the combinatorial factors °0FA(n

s
FA) and

°0(nD). To express this sum we need additional notation.

Let n+D be the number of sets ® 2 [a] with at least two
elements, and ns1 be the number of measurements on

sensor s which occur by themselves in [a]. We may

write nD in terms of n
+
D, by noting that the number of

measurements on sensor s which arise from objects de-

tected once only is ns1¡ nsFA, so

nD = j[a]0j= n+D +
X
s2S
(ns1¡ nsFA): (A.7)

Summing (A.6) over all possible associations [a]0 yield-
ing the same [a] amounts to summing over all possible

number of false alarms on each sensor (i.e., nsFA = 0 to

ns1) and accounting for all ways to choose the n
s
FA false

alarms from ns1 measurements. Thus we introduce the

quantity

°(n+D,n1) =

n1
1X

n1
FA
=0

¢ ¢ ¢
nr
1X

nr
FA
=0

°0

Ã
n+D +

X
s2S
(ns1¡ nsFA)

!

£
Y
s2S

μμ
ns1

nsFA

¶
°0FA(n

s
FA)

¶
, (A.8)

where n1 = (n
1
1,n

2
1, : : : ,n

r
1). The probability density

Pr(z, [a] j ¯,») may now be given by a formula identical
to (2.8), but with °0(nD) replaced by °(n

+
D,n1). Thus we

arrive at this analog of Theorem 2.4:

THEOREM A.3 When false alarms may occur, the prob-

ability of the association [a] given the measurements z
is

Pr([a] j z) = g([a])G(z, [a])Pr([a0] j z), (A.9)

where

g([a]) =
°(n+D,n1)

°(0,n)
, (A.10)

and n denotes (n1,n2, : : : ,nr).

PROOF This follows from (A.6), and the definition

(A.8).

The significance of Theorem A.3 is that the effect

of false alarms is entirely encapsulated in the combina-

torial factor g([a]), which is independent of the mea-

surement data z. Although (A.10) is considerably more
complicated than (2.11), it can be evaluated explicitly

and stored, if desired, for any priors ½0 and ½sFA. More

typically, one simply assumes these priors to be Pois-

son: Section B.3 gives a simple formula for g([a]) in

this case.

APPENDIX B. PRIOR ON THE NUMBER OF OBJECTS

The discussion preceding Equation (2.4) addresses

the violation of Bayesian methodology one makes when

estimating prior information from the data. This vi-

olation occurs when one makes the popular assump-

tion that the prior distribution of the number of objects

½0(n) is Poisson with the mean number of objects esti-

mated from the data. This issue is addressed here. Sec-

tion B.1 computes the combinatorial factor g([a]) for

several choices of prior ½0(n). Section B.2 demonstrates

why the Poisson prior can work well in practice despite

its questionable validity. Finally, Section B.3 computes

g([a]) explicitly for the false alarm case, assuming Pois-

son priors.

B.1. The Combinatorial Factor

Poisson prior
For the Poisson prior

½0(n) = e¡º
ºn

n!
, (B.1)

(2.9) simplifies to

°0(nD) = e
º(q¡1)ºnD , (B.2)

and therefore (2.11) reduces to

g([a]) = ºnD¡nT : (B.3)

For this prior, the association probability in the absence

of systematic errors (3.2) takes the following, purely

multiplicative form

Pr([a] j z) = Pr([a0] j z)
Y
®2[a]+

R̃®(z), (B.4)

where

R̃®(z) =
ºP®(z)Q

(s,i)2® ºPs(z
s
i )
: (B.5)

This form is required for the traditional, efficient solu-

tion of the two-sensor association problem, because it

allows the cost of an association to be represented as a

sum of costs over each ® 2 [a]+. In the two-sensor case,
one can organize these costs into a cost matrix, and find

the association with Maximal A Posteriori Probability

(the MAP association) [7] using efficient integer pro-

gramming techniques such as the JVC algorithm [13].

The Poisson prior is the only prior on nwhich yields this

purely multiplicative form [17, 18, 19], which makes it

quite convenient to use.

To use the Poisson prior, however, requires that

one estimate º from the data. For constant detection

probabilities PsD, if one considers the probability of the

number of tracks on each sensor given º, then one gets

the following Maximum Likelihood Estimator of º:

º̂ =
nTP
s2S P

s
D

: (B.6)
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This, then, is a reasonable value of º to use with the

Poisson prior in practice.

A useful class of priors
For any nonnegative integer k and any ¸ 2 [0,1), the

following prior is well defined for n 2 Z:

½0(n) = CI[n¸ k] (n¡ k)!
n!

¸n, (B.7)

where the indicator function I[n¸ k] is 1 when n¸ k
and 0 otherwise, and C is a normalizing constant. For

this prior, (2.11) reduces to

g([a]) =
(nD ¡ k)!
(nT¡ k)!

(1¡ q)nT¡nD , (B.8)

in the limit ¸! 1¡, provided nD ¸ k. This prior has a
useful interpretation in the cases k = 0 and k = 1.

Diffuse prior
The diffuse prior is obtained when k = 0. This prior

weights all possible number of objects equally, and one

might think this would be a reasonable, canonical choice

for a prior in the absence of information. In this case,

(B.8) is

g([a]) =
nD!

nT!
(1¡ q)nT¡nD : (B.9)

This diffuse prior does not have the same claim to

impartiality as the diffuse spatial prior, however. The

spatial case has a compelling invariance with respect to

Euclidean transformations which has no analog here.

Log-diffuse prior
If one had to guess an integer in the absence of any

information, the guess 5 would be better than 74,936

because the latter is so specific. Rather than assuming

a uniform distribution for n, we assume a uniform

distribution for logn, in accordance with Benford’s law.

This yields the k = 1 case of (B.8):

g([a]) =
(nD¡ 1)!
(nT¡1)!

(1¡q)nT¡nD : (B.10)

This is the form of g([a]) recommended for general

use when the computational issues favoring the Poisson

prior are not important.

B.2. Justification of the Poisson prior

If we use the Poisson prior, then log(g([a]))

varies linearly with nD (aside from a constant off-

set): log(g([a])) = log(º)(nD ¡nT). This is the behav-
ior that produces the purely multiplicative form (B.4)

for Pr([a] j z). An alternative, then, to using the Poisson
prior is to linearize log(g([a]) about some point n¤D for
a prior one believes is appropriate.

The slope of log(g([a]) for the Poisson prior is

constant,
d

dnD
log(g([a]) = log(º), (B.11)

whereas this slope for the general prior (B.7) is

d

dnD
log(g([a]) = Ã(nD +1¡ k)¡ log(1¡ q)

¼ log
μ
nD+1=2¡ k

1¡q
¶
, (B.12)

where Ã denotes the digamma function. Therefore the

Poisson prior may, in fact, be regarded as a linearization

of the general prior (B.7) about the point

n¤D = (1¡ q)º+ k¡ 1=2: (B.13)

This is a quite reasonable place to linearize. If º is a

good estimate of the number of objects (such as the

MLE value º given by (B.6)), then (1¡ q)º is a good
estimate of the number of detected objects nD. The

offset by ¡1=2 or 1=2 in the cases k = 0 or k = 1,
respectively, is negligible.

Therefore, although using the Poisson prior with

some estimate of º based on the data violates Bayesian

methodology, it results in a formula that is fairly accu-

rate because it is a linearization of a justifiable diffuse

or log-diffuse prior on the number of objects. Because

it is an artificially tight distribution, however, it will un-

derestimate the probabilities of associations with a very

large or a very small numbers of detected objects nD.

B.3. False Alarm Case

In contrast to ½0(n), it is quite natural to assume

the number of false alarms on a sensor is Poisson

distributed. We let

½sFA(n
s
FA) = e

¡ºs
FA
(ºsFA)

ns
FA

nsFA!
: (B.14)

For this prior, (A.5) simplifies to

°0FA(n
s
FA) = e

¡ºs
FA

μ
ºsFA
ps

¶ns
FA

: (B.15)

Even with this Poisson assumption, the value of

g([a]) does not simplify much unless we also assume

that ½0(n) is Poisson distributed. If we accept (B.1) and

(B.14), however, then the complicated quantity °(n+D,n1)
in (A.8) simplifies to

°(n+D,n1) = exp

Ã
¡º(1¡q)¡

X
s2S
ºsFA

!

£ ºn+D
Y
s2S

μ
º+

ºsFA
ps

¶ns
1

: (B.16)

Using this, we may write (A.10) as

g([a]) = ºn
+
D

Y
s2S

μ
º+

ºsFA
ps

¶ns
1
¡ns
: (B.17)
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As in the case without false alarms, the Poisson

assumption results in the multiplicative form (B.4) for

association probability, but with (B.5) replaced by

R̃®(z) =
ºP®(z)Q

(s,i)2®

μ
º+

ºsFA
ps

¶
Ps(zsi )

: (B.18)

APPENDIX C. SIMULATING A SPECIFIED NUMBER
OF MEASUREMENTS

It would seem that the first step in the simulation

of an association scenario would be to sample the

total number of objects n from the prior ½0(n). In the

case of the diffuse and log-diffuse priors described

in Appendix B, this is problematic: these priors have

infinite mean. This difficulty may be overcome by fixing

n, the number of tracks observed on each sensor. Indeed,
it is more convenient to gather statistics from runs with

a constant value of n anyway, regardless of whether the

prior ½0 forces one’s hand. One could imagine using

a rejection method to sample in this way: i.e., one

could sample n from ½0, then generate tracks on each

sensor in the usual way, but reject any scenario that

does not end up with n tracks on the sensors. This is
highly inefficient however. This appendix describes an

efficient procedure which is statistically equivalent to

the inefficient rejection method.

We begin with the probability of an object being

detected on some subset ®̄ of S and not on any other

sensors:

P®̄ =

Z
p0(x j »)

Y
s2®̄
PsD(x)

Y
s=2®̄
QsD(x)dx: (C.1)

It is assumed that this result is independent of ». In

particular, we are interested in two cases. First, when

PsD(x) is independent of x we have

P®̄ =
Y
s2®̄
PsD

Y
s=2®̄
QsD: (C.2)

On the other hand, if PsD exhibits as dependence on

object type, as in Section 5.1.1 or 5.1.2, then

P®̄ =
X
t

p0(t)
Y
s2®̄
PsD(t)

Y
s=2®̄
QsD(t), (C.3)

which generalizes the formula for q given in (5.10).

We define [ā] to be the multiset of values of ®̄ for

the ® 2 [a]. That is, if ®= f(1,5),(3,2)g (i.e., according
to [a] some object produced measurement 5 on sen-

sor 1, measurement 2 on sensor 3, and no others), then

®̄= f1,3g. If there are exactly four ® 2 [a] for which
®̄= f1,3g, then we write m(f1,3g) = 4. This multiplic-
ity function m is part of the multiset [ā]. After some

manipulation, we find that

Pr([ā]) = °0(nD)
Y
®̄2[ā]

(P®̄)m(®̄)

m(®̄)!
: (C.4)

Each [ā] determines the number of tracks n on the
sensors, so we define In([ā]) to be 1 if [ā] is consistent

with n and 0 otherwise. The conditional probability
Pr([ā] j n) is given by

Pr([ā] j n) = In([ā])Pr([ā])P
[ā]0 In([ā]

0)Pr([ā]0)
: (C.5)

This formula may be used to randomly generate [ā]

given n. Then, given [ā], one may choose a value of
[a] from the equally likely possibilities.

Having obtained a random association [a], one must

then sample a state for each ® 2 [a], bearing in mind
the statistical influence of the fact that the object is

detected on the sensors ®̄ and no others. In the case

(C.2) of object-independent detection probabilities PsD,

there is no effect on the state: it may be sampled in

the usual fashion. In the case (C.3), where PsD depends

on the object type t, the object type must be sampled

more carefully, however. This requires accounting for

its dependence on ®̄. To sample the object type t for an

object detected on sensors s 2 ®̄ but no others, one must
draw from Pr(t j ®̄) rather than p0(t), where

Pr(t j ®̄) = p
0(t)

Q
s2®̄ P

s
D(t)

Q
s=2®̄ Q

s
D(t)

P®̄

=
p0(t)

Q
s2®̄ P

s
D(t)

Q
s=2®̄ Q

s
D(t)P

t0 p
0(t0)

Q
s2®̄ P

s
D(t

0)
Q
s=2®̄ Q

s
D(t

0)
:

(C.6)

When detection probability is a function of object

type t, the distribution of object types on detected

objects may differ greatly from p0(t). When formulating

an association scenario, it is helpful to know how many

objects of each type to expect. The expected value of

nD(t), the number of objects of type t detected, for a

given value of n is

E[nD(t) j n] =
X
[ā]

Pr([ā] j n)
X
®̄2[ā]

Pr(t j ®̄): (C.7)

When PsD is independent of t, Pr(t j ®̄) = p0(t), so
E[nD(t) j n] reduces to E[nD j n]p0(t).

APPENDIX D. A CORRELATED GAUSSIAN PRODUCT
FORMULA

A standard formula for the product of k Gaussians

is

kY
i=1

N (x;mi,Vi) =
p
j2¼WjN (x;¹,W)

kY
i=1

N (mi;¹,Vi),

(D.1)
where

W =

Ã
kX
i=1

V¡1i

!¡1
and ¹=W

kX
i=1

V¡1i mi,

(D.2)
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and thereforeZ kY
i=1

N (x;mi,Vi)dx=
p
j2¼Wj

kY
i=1

N (mi;¹,Vi):

(D.3)

Theorem 4.2 requires the evaluation of a product

of k Gaussians which is much more complicated than

(D.3). Let

v =

Z Z
¢ ¢ ¢
Z kY

i=1

N
0@ pX
j=1

Aijxj ;mi,Vi

1Adx1dx2 ¢ ¢ ¢dxp,
(D.4)

where each xj 2Rn, each mi 2Rm, each Vi is a sym-
metric positive definite m£m matrix, and each Aij is

an m£ n matrix. In evaluating (D.4) the product over i
becomes a sum over i within the argument of the Gaus-

sian, which leads to the requirement for computing the

following critical quantities:

Ujj 0 =

kX
i=1

ATijV
¡1
i Aij 0 for 1· j,j0 · p, (D.5)

bj =

kX
i=1

ATijV
¡1
i mi for 1· j · p and

(D.6)

c=

kX
i=1

mTi V
¡1
i mi: (D.7)

These may be used to express the integrand in (D.4) as

a quadratic form over Rnp. We define

x=

0BBBB@
x1

x2

...

xp

1CCCCA , U=

0BBBBB@
U11 U12 ¢ ¢ ¢ U1p

U21 U22 ¢ ¢ ¢ U2p

...
...

. . .
...

Up1 Up2 ¢ ¢ ¢ Upp

1CCCCCA and

(D.8)

b=

0BBBB@
b1

b2

...

bp

1CCCCA ,

so x and b are vectors in Rnp, and U is an np£ np sym-
metric positive semi-definite matrix. For a broad class

of matrices Aij , U is invertible and we may therefore

define ¹=U¡1b. The integrand of (D.4) may now be

written

kY
i=1

N
0@ pX
j=1

Aijxj ;mi,Vi

1A= vN (x;¹,U¡1), (D.9)

provided jUj> 0, where

v =

Ã
exp(c¡bTU¡1b)(2¼)mk¡npjUj

kY
i=1

jVij
!¡1=2

:

(D.10)

D.1 Gaussian Transformations

Theorem 4.3 requires certain formulas for manipu-

lating Gaussians. First, for any invertible np£ npmatrix
C, a simple algebraic manipulation shows that

N (x;¹,U¡1) = kCkN (Cx;C¹, (C¡TUC¡1)¡1),
(D.11)

where kCk denotes the absolute value of the determinant
of C.

We now give a formula for integrating (D.9) over

xt+1 through xp only for any 0· t· p. We let xF =
(x1,x2, : : : ,xt) denote the free variables, and xI =

(xt+1,xt+2, : : : ,xp) denote the variables of integration.

We may then decompose U and b into corresponding

blocks:

x=

μ
xF

xI

¶
, U=

μ
UFF UFI

UIF UII

¶
and b=

μ
bF

bI

¶
,

(D.12)

where UTFI =UIF . We define the following function of

xF ,

¹0I =U
¡1
II (bI ¡UIFxF), (D.13)

as well as the Schur complement [12] of UII in U

(denoted U¤FF), and related quantities:

U¤FF =UFF ¡UFIU¡1II UIF , (D.14)

b¤F = bF ¡UFIU¡1II bI and (D.15)

¹¤F =U
¤¡1
FF b

¤
F: (D.16)

The Gaussian in (D.9) may now be written as

N (x;¹,U¡1) =N (xF ;¹¤F ,U¤¡1FF )N (xI;¹0I ,U¡1II ),
(D.17)

whence Z
N (x;¹,U¡1)dxI =N (xF ;¹¤F ,U¤¡1FF ): (D.18)

The decomposition (D.12) gives an alternative formula

for v in which the following quantities in (D.10) are

expressed in an alternative fashion:

bTU¡1b= bTI U
¡1
II bI +b

¤T
F U

¤¡1
FF b

¤
F and

jUj= jUII j jU¤FF j:
(D.19)

These matrix identities may also be obtained directly

through the block matrix inversion formulas [12].
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