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From the Editor-in-Chief:
December 2013

Journal Publication of Conference Papers

Recently, the publication of material in conference
papers in peer-reviewed, archival journals has been a

topic of great debate. Historically, say before 2000,
the distribution and accessibility to conference papers
were limited to those individuals who attended the con-
ference or worked for institutions that purchased the

proceedings. Furthermore, the peer-review process for
conferences was often weak or nonexistent. Collection
and distribution of the papers, collection of the reviews,
and management of the whole process with the web-

based tools of the time made implementing a peer-
review process for a conference difficult. Thus, short-
cuts such as the review of extended abstracts were of-

ten used in place of a review of the completed paper.
Hence, given the significant differences in accessibil-
ity and peer-review, journal publications served a much
different purpose than conference papers in those days

and the question of duplicate publication was less of a
question than it is in 2013.
Since 2013, the situation has changed significantly.

Conference papers are now readily available electron-

ically via IEEE Xplore or other web-based archiving
systems. Thus, conference papers and journal papers
have similar accessibility today. Also, the availability of
web-based tools for managing the peer-review process

and the desire for better conference papers have pushed
most conference organizers to obtain peer-review of
full manuscripts. Hence, what are the differences be-

tween the papers published in conference proceedings
and those published in a peer-reviewed journal? How
should JAIF policies reflect the situation of today?
Papers published in most conference proceedings

are quite different than papers found in JAIF and most
IEEE journals. First, a conference paper has passed a
single review with an accept/reject decision and little or
no verification of the requested changes. On the other

hand, a (meaningfully peer-reviewed) journal paper has
passed multiple review cycles with the reviewers and
editors verifying that the referees' comments have been

addressed adequately before it is published. The peer-
review process of a journal ensures that the paper is of
high quality and usually leads to a better paper and that
reflects positively on the authors. Also, the length of
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a conference papers is often limited so that the peer-

review can be accomplished in a timely fashion. On the

other hand, a journal paper can be longer and it will

often include a more thorough review of the related

literature and presentation of the contribution.

The JAIF editorial board has reviewed the policies

of other journals and is establishing the following pol-

icy concerning the publication of material previously

published in conference papers.

While direct submission of a conference pa-

per by its author to JAIF is not acceptable, sub-

mission of an appropriately enhanced version of

the manuscript is acceptable. Declaration that a

manuscript has similar content to previously pub-

lished conference papers is expected at time of sub-

mission and this will not affect the appropriateness

of the manuscript for journal publication. The sub-

mission to JAIF is expected to include at least 30%

new material or be an integration of multiple con-

ference papers into a comprehensive treatment of

the problem under study. The overall quality of the

submission to JAIF should be better with respect to

quality of the explanations, literature review, deriva-

tions, examples, and illustrations. All associated

conference papers should be cited in the submission.

This policy is very similar to that followed infor-

mally by the JAIF Editorial Board. The Operations

Manual for JAIF has been updated to formally reflect

this policy.

William Dale Blair

Editor in Chief
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Experiences and Challenges
in Automated Support for
Intelligence in Asymmetric
Operations

JOACHIM BIERMANN
PONTUS HÖRLING
LAURO SNIDARO

This paper presents some experiences and findings of the NATO

RTO Task Group on Information Fusion in Asymmetric Operations.

It briefly describes the functional processing steps in military intel-

ligence presenting the underlying aspects of information processing

and fusion and revealing main challenges for automatic support

of the required functionalities. The extraction and structuring of

relevant information from unstructured text documents is shown

to be one of the fundamental steps where human operators need

assistance. As an example of the state of the art the interactive tools

PARANOID and CoALA are presented. They provide the basic in-

formation and knowledge structure for all subsequent information

processing like Link Analysis and Social Network Analysis. The use

and benefit of CoALA will be illustrated by results from a military

experiment. Finally, with respect to further research, open questions

and new approaches for the support of intelligence production are

discussed concerning automatic information structuring and dis-

covery as well as pattern and behaviour based threat assessment.

In relation to pattern based threat assessment a third tool, called

Impactorium that is developed for threat assessment in military as

well as in civilian environments, will be briefly described.

Manuscript received August 26, 2010; released for publication Feb-
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1 INTRODUCTION

The conduct of intelligence is an essential task not

only in military command and control but also for

homeland security and disaster management. A most

accurate awareness of the actual situation, including an

assessment of the potential development and threats, is

essential prior to all decisions and own activities. An

intelligence cell needs the capability to collect, process,

and disseminate a wide variety of data and informa-

tion produced by the full spectrum of technical sensors,

human intelligence, i.e. intelligence gathered from hu-

mans via observations, interviews etc. (HUMINT), and

socio-political sources. There are a number of major

challenges for the conduct of intelligence: first, there

is a danger that the processing capability will be over-

taken by the sheer volume of information that is avail-

able in very large quantities and various formats. Sec-

ond and especially true for asymmetric threats, by its

nature the collected information and knowledge mainly

are unstructured, typically provided as text documents.

Therefore, as an inevitable precondition for being pro-

cessed automatically, relevant information aspects have

to be extracted and structured efficiently so that this

type of input can be readily and efficiently exploited

for all of its intelligence value without loss of rigor [6]

[29]. The urgent requirement for reasoning methods and

procedure which give automated support to the further

analysis and integration of structured semantic infor-

mation defines a further challenge. Shortcomings in the

ability to make deductions about missing and conflict-

ing information and the current inability to support au-

tomatic context based correlation and reasoning about

vast amounts of information are drawbacks to providing

a coherent overview of the unfolding events.

This paper, extending the concepts presented in [8],

describes some results and findings of a series of NATO

Research and Technology Organization (RTO) Task

Groups on Information Fusion of which the authors are

members. By revisiting the intelligence process with

particular attention paid to collation and analysis, the

requirements for automated support are exposed and

examples of existing solutions are presented.

1.1 Structure of the paper

Section 2 will explain the main steps of informa-

tion processing in intelligence and explains some of the

major challenges with respect to support and automa-

tion. A short description of heuristic human intelligence

processing is given and two main aspects for support

are presented. Section 3 then introduces two tool suites

for automatic Collation and Link Analysis which fo-

cus on the ideas for support presented in Section 2. Fi-

nally, some findings from a military trial testing on one

of the tools are presented discussing its benefit to the

military users. Section 4 and 5 discuss further aspects

of intelligence processing which are still unsolved with
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Fig. 1. Intelligence Cycle interfacing with OODA Loop

respect to automation, shortly referring to a third tool.

In Section 6 we conclude our findings.

2 THE INTELLIGENCE CONTEXT

Intelligence processing is an important part of Com-

mand and Control (C2) because a completely accurate

situational awareness of the situation is essential prior to

all decisions and successful activities. In order to fulfil

the requirements of all the various users in the mili-

tary area and to provide an appropriate picture of the

Area of Operations or Interest in the most timely and

reliable fashion, intelligence cells have to process and

evaluate all incoming information. A wide variety of in-

formation produced by the full spectrum of sensors and

human sources has to be collected, filtered, processed

and disseminated. The final goal for intelligence is of-

ten to provide, roughly speaking, a decision support for

assessing our room for manoeuvre in the current situ-

ation. So, besides giving timely situational awareness,

these working processes are also expected to give well

founded assessments on opportunities for own forces,

people and the infrastructure we need to protect as well

as threats and risks against them. This will be discussed

more in detail in Section 5.

2.1 Process flow and functional steps of the
Intelligence Cycle

The processing of information for the production of

intelligence is performed in a structured and systematic

series of operations which is called the Intelligence

Cycle. It includes four stages, Direction–Collection–

Processing–Dissemination, which are defined by the

NATO Glossary of Terms and Definitions (AAP-6) [33]

as follows:

Direction: “Determination of intelligence requirements,

planning the collection effort, issuance of orders and

requests to collection agencies and maintenance of a

continuous check on the productivity of such agencies”

Collection: “The exploitation of sources by collection

agencies and the delivery of the information obtained to

the appropriate processing unit for use in the production

of intelligence”

Processing: “The production of intelligence through col-

lation, evaluation, analysis, integration and interpreta-

tion of information and/or other intelligence.”

Dissemination: “The timely conveyance of intelligence,

in an appropriate form and by any suitable means, to

those who need it.”

These four discrete stages are conducted culminating in

the distribution of the finished intelligence product. The

representation of the military intelligence function in

Figure 1 is strongly connected with the so called OODA

(Observe, Orient, Decide, Act) Loop as intelligence is

an integral part within the military command and control

cycle. Boyd introduced the notion “O-O-D-A” and he

stated “The process of observation-orientation-decision-

action represents what takes place during the command

and control process–which means that the O-O-D-A

loop can be thought of being the C&C loop.” [3]. The

intelligence effort is “Directed” by the Commander’s

Critical Information Requirements (CCIR) from which

his Priority Intelligence Requirements (PIR) are derived.

Eventually providing the military commander with a

most timely and comprehensive situational picture the

intelligence cycle supports both the Orientation and the

Decision phase.

The Processing phase is the most essential part with

respect to information fusion issues. It is defined as

“The production of intelligence through Collation, Eval-

uation, Analysis, Integration and Interpretation of infor-

mation and/or other intelligence.” [33]. It is a structural

series of actions where the information, which has been

collected in response to the directions of the commander

(CCIR, PIR), is converted into intelligence products. A

more detailed discussion on the principles of heuristic

intelligence processing can be found in [6]. It is here,

that the intelligence staff needs automation to be more

effective in its work. In cooperation with an interna-

tional group of military experts and based on realistic

asymmetric scenarios, the established heuristic proce-

dures of intelligence processing have been analysed to

understand the approach of the human experts and their

cognitive processes in order to adapt their reasoning

principles and methods for automated fusion concepts

and procedures.

Figure 2 [31] illustrates the relation of the different

processes supporting the Intelligence Cycle (shown in

Figure 1) now organised as functional flow and having

its focus on the Processing phase. Specifically, Colla-

tion is presented in more detail and the steps Analysis,

Integration and Interpretation are grouped and renamed

to “Link Analysis” which is, in some nations, how An-

alysts name their job. As mentioned before, the CCIR

and other information requirements of the commander

and his staff initiate the intelligence processing (see1 in
Figure 2). Incoming information first has to be digitised,

if necessary, logged and stored into a data management

system. This part is covered by 2 in Figure 2. The main
function of such document management relates to the
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Fig. 2. Intelligence processing from unstructured to structured information

ability of registering and storing structured and unstruc-

tured documents in a document database, and of discov-

ering knowledge. The function of knowledge discovery

refers to the different ways of searching and retrieving

information from large information sources with inter-

active capabilities of guiding the user through the pro-

cess. It exploits structures such as semantic networks,

ontology, and meta-data to establish links between do-

main models and information sources, and helps users

to find relevant information. These functions directly

support the Collation process described below (see also

Section 4).

During the Collation process (indicated by 3 in Fig-
ure 2) information is decomposed into individual items

which are grouped according to categories relevant to

the context of the mission and cross-referenced with

previously processed information items.

From an operational context, it is known that espe-

cially in asymmetric operations much of the incoming

information is to be found within text documents and

is often not in a format suitable for machine manipula-

tion. Therefore, any automated support of the collation

step essentially requires the extraction of relevant infor-

mation from incoming unstructured pieces of semantic

information as well as the structured representation of

these newly processed information items. One of the

main purposes and benefits of the tools described in

chapter 3 actually is to support this information struc-

turing (see section 3.1.3).

The Evaluation of the reliability of sources and the

credibility of collected information is done by intel-

ligence analysts as soon as the relevant information

has been extracted and can be annotated directly as a

tag to the piece of information or the document (4
in Figure 2). In the context of semantic information

from HUMINT and Open Source INTelligence (OS-

INT) sources, newspapers, journals, the web, blogs,

twitter etc., evaluation is most often a very experience-

based task with highly subjective results. For these rea-

sons Evaluation was not regarded to be done or sup-

ported automatically.

Analysis: “: : : information is subjected to review in

order to identify significant facts for subsequent inter-

pretation” [33]. It consists of a number of interacting

sub-processes resulting in the analyst answering ques-

tions like: “Who/What is it?,” “What does it mean?,”

“Why is it happening?” etc. in order to recognize indi-

cators and warnings.

Integration: “: : :analysed information or intelligence
is selected and combined into a pattern in the course

of the production of further intelligence” [33]. It is the

process of building pictures of the current and of the

predictive situations from all the gathered and analysed

information.

Symbol 5 indicates where Analysis and Integration
of information are conducted. In practise they are very

often performed as one combined step and they are not

conducted as separated parts of the overall process flow.

It is here that intelligence is produced and the fusion of
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information takes place. The notion “Fusion 1, 2” in

3 and “Fusion 2, 3, 4” in 5 used in Figure 2 refers

to the level of data fusion as it is defined by the data

fusion model of the US Joint Directors of Laboratories

(JDL) [28].

A further important requirement for an intelligence

processing system is to be able to support link discovery

and analysis. This approach (compare so-called “Story-

telling” [44]) depends on the capacity of the system

to automatically or semi-automatically allow the iden-

tification of a specific object of information and all

of its related categories such as the location, the time,

the cause, the originator, the subject, etc. Once those

links are enabled, identified and validated, analysts will

obtain a better and more focused image of the situa-

tion. Disparate pieces of information that had little or

no value when considered independently could have a

whole new meaning when combined and linked to form

a pattern. Link creation is carried out during the “Infor-

mation Structuring” process found in 3 and link dis-

covery and analysis during the “Structured Information

Analysis and Interpretation” process found in 5 with

the information stored into the Structured Information

Links Data Base shown in Figure 1. Link analysis is a

capability that can support both the collation and anal-

ysis processes. We will discuss link discovery and anal-

ysis further in Section 3 of this paper.

To summarise: by categorising, classifying, indexing

and cross-referencing all information appropriately the

intelligence organization avoids losing important infor-

mation and context. Disciplined and methodical colla-

tion enables further analysis to be efficiently performed

using link analysis among other techniques. Informa-

tion systems support this approach depending on their

capacity to automatically or semi-automatically allow

identification of specific information and all of its re-

lated categories such as the location, the time, the cause,

the originator, the subject, etc. Once those links are iden-

tified and validated, analysts are given better bases for

understanding the different key factors influencing the

overall situation. Disparate pieces of information that

have little or no value when considered independently

could have a whole new meaning when combined and

linked together thus allowing the emergence of potential

key patterns.

2.2 Challenges and main requirements for automated
information processing

All the different processes shown in Figure 2 are

relevant to the conduct of intelligence but the three

processing steps shown in Table 1 [7] were determined

as those ones which, on the one hand, are central to the

conduct of intelligence, and, on the other hand, were

supposed to be capable of being automated.

To be able to build a system for (semi-) automated

intelligence processing and decision support incorporat-

ing these functionalities, at least the following require-

ments and challenges have to be met:

TABLE 1

Required functionality for automated information processing in

intelligence

Step Required Functionalities

Collation Semantic text

extraction

Categorisation Information

structuring

Analysis Classification

Identification

Correlation Link analysis

Integration Pattern matching Aggregation Fusion

1. Semantic access to all input information

Within the Collation step operators have to deal with

a continuum of different types of information and all

available input information and data should be used

for the production of a reliable and most comprehen-

sive operational picture as a base for situation aware-

ness. Therefore it is necessary to be able to get full

semantic access to the content of all unstructured text

documents. The Battle Management Language (BML)

is an unambiguous language which, among others, is

used to provide for situational awareness and a shared,

common operational picture. It is a promising linguis-

tic approach to structure free text information for de-

cision support and automatic information fusion [37],

[36] (see also section 2.4 for BML use in knowl-

edge representation). For a wider use of BML in mil-

itary Command & Control and simulation see e.g.

[35] [10]. In Section 3 two software tools are pre-

sented which support the interactive extraction of text

from documents for categorising and structuring in-

formation relevant for respective information require-

ments (see esp. Subsection 3.1.3). These tools sup-

port the heuristic operating procedures of the human

operators.

2. Understanding human reasoning in intelligence

processing

Within Analysis and Integration significant information

has to be found within the information set which is pro-

vided as the result of the Collation step. This significant

information has to be put together to a situational pic-

ture according to the information requests given by the

respective commander. Human analysts develop an ap-

propriate view of the theatre which means they have a

mental model of all relevant aspects of own and hostile

operations as well as of the activities of the environment.

Link Analysis is a technique well known by intelligence

analysts and other security organizations that allows for

the detection and visualization of interrelated topics to

help resolving the “effects-to-cause” puzzles (see Figure

3) which arises when trying to put together all pieces of

fractional information to form a coherent and reliable

picture of the real situation. Ongoing research in this

area is discussed in Sections 4 and 5.

The analysts have to solve many different puzzles

at the same time. The underlying problem is the same

as in risk assessment and threat detection in civil secu-
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Fig. 3. Solving the many incomplete puzzles in intelligence [48]

rity. Police officers tasked to determine the structure of

criminal groups, the territories or business areas they

control, and the tactics, logistics and communication

they use will follow the same reasoning principles as in

military intelligence. Some basic aspects of cognition

in heuristic intelligence processing are given in Sec-

tion 2.3.

3. Knowledge representation and methods for

automatic reasoning

To process semantic information from text documents

the functionalities listed in Table 1 require an ontologi-

cal model of the domain of application. It has to be es-

tablished in a formal and structured way as a sufficiently

appropriate and consistent approximation of the real sit-

uation and activities. Furthermore, reasoning methods

operating on this model have to be developed that are

able to cope with incomplete and imperfect information.

One successful approach can be seen in using the prin-

ciples of default or pattern based reasoning deducing

from structured semantic information. Some arguments

about this topic are given in Subsection 2.4.

There are more challenges in building support sys-

tems for intelligence processing, e.g. how to cope with

assessing or estimating uncertainty in text information

or dealing with deceptive or wrong information. The

tools presented in this paper have not been designed

to support these highly experience based and subjective

information processing steps. Approaches to deal with

the before mentioned questions can be found e.g. in [38]

[24] [52].

2.3 Heuristic intelligence processing and default
reasoning

Intelligence cells will never get all the relevant in-

formation they request, but they will be bombarded by

partial, false, unreliable, irrelevant, and redundant pieces

of information which they will have to filter according

to the information and intelligence requirements given

to them by the commander. The human brain perma-

nently selects, relates and inserts relevant information

guided by its internal, mental abstract model of the

world to further develop the perception of the reality

which can be understood as a concrete instantiation of

the abstract world model. Human analysts use their ex-

perience gained from “similar” problems in order to

fuse all data and information into a reasonable picture of

the situation thus deciphering the meaning of all pieces

of input data. This describes roughly the main steps

and aspects of cognitive reasoning based on patterns,

schemata, learning and experience as it can be found

e.g. in [1]. The principles of “default reasoning” are not

depending on the specific problem area but are a general

human problem solving paradigm.

In heuristic intelligence processing the following

constraints have to be stated with respect to the available

data, information and knowledge:

² Usually only general and incomplete information is
available about the structure, the activities, the situa-

tion and the intent of adversaries and other involved

factions
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² Information gained by reconnaissance is imperfect
and incomplete

This means that because of lacking knowledge and

information, neither the mental model of the situation

(“world”), which analysts have, is perfect, nor are they

provided with a perfect actual view on this world by the

incoming information stream. In order to deduce a most

reliable picture of the situation, in spite of these weak

preconditions, analysts practise a method of heuristic

reasoning which relies on the assumptions that

² Actors operating in a professional way according to
their doctrines, rules, principles, modus operandi, and

standards

² Effective operations are planned and organised for the
benefit of the mission

² There are conditional dependencies among the phases
and steps of an operation

² The real situation picture can be deduced from char-

acteristic patterns of activity or of state (called tem-

plates or schemata)

² Templates can be recognised from significant infor-

mation

It is common military experience and expert knowl-

edge that the production of intelligence can be done by

integrating current information based on the assump-

tion of default behaviour. Behaviour modelling, such

as doctrinal templating [4], is a descriptive, qualitative

method of knowledge representation. The elements of

the situation are not only described by their attributes

but also by their relations and dynamic behaviour as

well as their operational potential and assumed tactical

intentions.

For supporting intelligence systems two different

kinds of models are relevant [6]:

a) Behaviour models describing the tactics of potential

adversary factions and all necessary pre-conditions

for their hostile activities;

b) Models describing “normality,” the common and

unsuspicious behaviour of defined subgroups of the

population or other elements and groups relevant to

the situation

In case a), analysis is the task of detecting special indi-

cators of activities or status which define by their com-

bination a potentially evolving threat. This approach is

used e.g. in low and high intensity conflicts of military

or paramilitary type. Threats, like an ambush or an Im-

provised Explosive Device (IED) attack, are complex

sequences and interrelations of different activities. Each

of them having their own structure (pattern) and being

combined they form the high-level pattern of the final

threat.

As a consequence, a pattern to be used in automatic

reasoning has to consider and incorporate all signifi-

cant and characteristic factors in order to build up a

template for analysis and integration. Little and Rogova

[26] discuss the formal ontological structure of threats

as holistic phenomenons possessing three interrelated

parts: intentions, capabilities and opportunities (further

elaborated on here in section 5, where we will discuss

the Indicator concept). They show how these facets of

a threat are related to one another, as well as to states

of vulnerability. These aspects have to be covered by

surveillance and reconnaissance to provide the intelli-

gence staff with corresponding information.

In the above mentioned case b) concerning “nor-

mality,” the task is to detect deviations from patterns of

“normal” behaviour. Snidaro, et al. [45] give an informal

definition of an anomalous event as “a deviation from

common patterns of activity.” This method is used e.g.

in combating terrorism to be able to define indicators

of suspicious activities [7]. It is an increasingly impor-

tant topic for decision support, since it can give hints

to the intelligence staff towards where more analysis or

information is needed.

Intelligence operators often have to deal with infor-

mation sources that can provide a sequence of unreli-

able observations or reports due to unfavourable sensing

conditions or limited/erroneous projection of real-world

observables. In the case of human sources, informa-

tion could even be deliberately incomplete, erroneous

or deceptive. Poor quality information and unreliable

sources can have disruptive effects on the fusion pro-

cess. For this reason an automatic Situation Assessment

(SA) system for intelligence purposes should take into

account both the reliability of the sources [41], and the

quality of their data [40] to regulate the fusion process

accordingly. While (automatically) weighting or prun-

ing information is far from being a trivial process, these

topics are being actively researched by the fusion com-

munity.

2.4 Knowledge representation for automatic
information processing

In a decision support system all actual and back-

ground information, including the models of behaviour

and normality, has to be processed automatically. The

representation of information and knowledge can be

based on an ontology of the domain. Ontology, as a

semantic description of all objects and classes (or cate-

gories) and their relations, incorporates taxonomies, at-

tributes of the objects and respective values and con-

straints, rules and schemata, representing the behaviour

defaults [23] [43]. Schemata can be well represented as

so called feature-value matrices (FVM). These are sets

of features (or attributes) and value pairs. For schemata,

on the top level, the features denote the thematic roles

of the represented object or class and the values are

feature-value matrices themselves that pool the infor-

mation about the object that fulfils the respective role.

From the mathematical view, a feature-value matrix is a

finite set of pairs. Each pair consists of a feature and a

value. A feature is always a symbol, a value, however,
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can be a symbol or a feature-value matrix itself. In ad-

dition, the following uniqueness condition holds: every

feature has a unique value. In other words, in a matrix

there cannot be two pairs which share the feature but

not the value. However, different features may have the

same value.

These matrices have many beneficial properties.

First, objects can be represented which are not specified

completely. This is important for fusing partial informa-

tion. Second, the matrices obey XML schemata which

allow further automatic processing. Third, the matrix

representation allows ‘unification,’ a standard compu-

tational linguistic algorithm for merging information

which we regard beneficial in information fusion [43].

FVM are used beneficially as a technical representation

form within the linguistic BML approach to knowledge

representation.

3 TOOLS SUPPORTING INFORMATION
PROCESSING

Coping with the more or less diffuse adversaries in

asymmetric warfare as well as unfolding the structure

of criminal networks has resulted in the introduction of

several dedicated tools for intelligence analysis in the

last decade. They give the ability for analysing social

and semantic networks, spatio-temporal pattern analy-

sis, all with different abilities of visualization [9]. One

example of the former is Palantir [21] and Detica Ne-

tReveal. Other tools focus even more on Visual Analysis

such as NetLens [18], IN-SPIRE [39] and Jigsaw [19].

However, such tools still have their limitations [44].

Two examples of existing support tools for actual

intelligence processing are presented in greater detail

here. The special features which relate to the before

mentioned process flow and required functionality are

highlighted. In Subsection 3.2 some results of a military

trial on intelligence processing using one of the tools

are given and the requirements of the military analysts

with respect to more elaborated automatic support for

analysis and integration are presented.

3.1 Interactive tools for Collation and Link Analysis

CoALA and PARANOID [48] are products of a

close and intensive collaboration effort between De-

fence Research and Development Canada (DRDC),

Quebec, Canada, and the Dutch research organization

TNO Defence, Safety and Security, Den Haag, The

Netherlands. They have been developed in parallel to

the activities of the NATO RTO research Task Groups

on Information Fusion active since 2000 and are re-

lated to the results of these groups. CoALA is based on

PARANOID and it was supposed to be in operation in

2009. For different reasons the fielding had been post-

poned to 2010. These tool suites provide the intelligence

personnel with a functionality that supports the colla-

tion of free-text documents. It does so by supporting

interactive extraction of relevant information from free

text source documents and storing that information to

a structured database to be further analysed and related

to other items of information, thus creating intelligence.

In brief the general characteristics of the tools are:

² Rapid collation of unstructured text information into
pertinent intelligence products

² Identification of hidden patterns and connections

within information to focus analysis on counterterror-

ism, organised crime, threat assessment and incidents

² Collaborative collection and analysis enabled
A more detailed description of the information process-

ing approach underlying both tools and the implemented

functionalities can be found in [30].

3.1.1 PARANOID
PARANOID (Program for Analysis Retrieval And

Navigation On Intelligence Data), developed by TNO.

In this tool techniques for searching, storing and analys-

ing information are being implemented and tested. This

tool suite supports the process of specifying the total

functionality for an operational processing system for

intelligence, such that it reflects the workflow of intelli-

gence staff. PARANOID processes information in sup-

port of Peace Support Operations (PSO), but is equally

applicable to other areas such as counter-terrorism op-

erations, the fight against fraud, and the acquisition of

business intelligence.

The functions of PARANOID reflect the workflow

in the intelligence process, starting with the definition

of information need through to the storage of the intelli-

gence products. Three main functional areas have been

defined:

Profiles: In this function the user is able to define cer-

tain factors, such as time and space definitions, certain

types of events, and particular individuals that have to

be taken into account while processing the incoming

information.

Documents: This function carries out a range of different

operations on all incoming information. One example

is the storage and transformation of structured and

unstructured data from documents into a structured

database, carried out by applying different information

extraction techniques.

Analysis: There is a need for different types of anal-

yses to be able to support the different sub-processes

of Processing: link analysis, pattern recognition, trend

analysis and threat/risk analysis. There is also a need to

be able to visualise the data and results. This should be

possible not only by using a geographical information

system, but also through a number of innovative ways

of navigating through a network of different types of

related data and information.

3.1.2 CoALA
The Collation and Link Analysis (CoALA) tool is an

evolutionary specialized collation tool suite for intelli-
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Fig. 4. Interactive information extraction and structuring

gence analysts based on PARANOID and developed by

DRDC. It provides expert applications to exploit un-

structured information and populate a structured intel-

ligence database that allows detailed analysis and pro-

duction of intelligence. CoALA version (1.0) provides a

suite of functions that support the collation and analysis

process. The key functions are as follows:

Document management: Basic document management

functions such as importing, registering, storing and

disposing of documents.

Information Management: CoALA includes a structured

knowledge database that provides a means to record

common pieces of information and intelligence in an

organized fashion that support the retrieval of that in-

formation and intelligence. With respect to the amount

of cases to be managed during a military mission there

is a function to get detailed information about the

record management. This management is closely tied to

the management of Priority Information Requirements

(PIR) and other Information Requirements (IR) related

to the management of intelligence collection.

Data Collation: Capabilities that allow pieces of infor-

mation to be related to each other, grouped in related

categories, and stored into the knowledge database.

In detail CoALA provides an information categorization

tool. This function is used to identify the various ob-

jects found in the text and associated them with a class

of objects predefined by the user. Based on the intel-

ligence analysts’ experience, the following classes had

been chosen: person; equipment, facility, organization,

event and geo-object (location, map reference, coordi-

nates).To establish a structured information set there is

a function to create, manage and visualize relationships

between objects in a central knowledge database.

Data Analysis: To conduct link, pattern, geospatial and

temporal analysis of information and intelligence. The

results are stored into the knowledge database. There is

a function to analyze and create working assumptions

supported by visualization of the content of the master

knowledge database. This visualization is done using

various tools, including:

² Charts of information objects and their interrelations
(Link Chart);

² Timeline charts for events and their interrelationships;
² Matrix of links and relationships existing between
various types of objects. The most common example

is the matrix of what is known in an organization;

² Basic geospatial visualization of geo-referenced ob-
jects (GIS);

Intelligence production management: Simple means to

capture and manage the IR/PIR list and to link the in-

telligence production back to it. The tool allows for any

intelligence products (assessments, analytical charts,

briefings and reports) to be stored in the knowledge

database with references to all of its supporting mate-

rial. Furthermore CoALA (v1.0) provided

² a limited printing tool.
² a function for exporting Link Charts to the commer-
cial i2 Analysts’ Notebook product.

² collaborative work in real time via a common database
(MS SQL 2005).

3.1.3 Information extraction and structuring
One of the core concepts for good analysis in both

tools is the collation concept: the extraction of rel-

evant information from unstructured information into

structured knowledge. The extraction of information is

predominantly done by interactively tagging relevant

parts of sentences from documents (“Statements”) and

linking them to the so called “Intelligence Objects” or

“IntObjects.”

Int Objects are elements of categories of domain

items as Persons, Organisations, Location, Equipment

and Facilities. Figure 4 shows an example of a statement

(in the rectangle) that is linked to other IntObjects.

The Statement contains different IntObjects that are

linked in a standard way (“related to”). Figure 4 gives

an example how the relationships between IntObjects,

like between the Person “A Sha’eeda Bomber” and the

location “Sector 14” is established by extracting and

tagging the single information items.

The newly established set of structured information

is to be integrated into the knowledge base (KB) which

represents the so far perceived situation. The KB is

searched for already existing IntObjects which are the

same or may be the same as one of the elements of the

newly structured information set. Figure 5 shows that

two IntObjects “A Sha’eeda Bomber” and “Carbomb”

are already known within the KB. They are offered

to the operator to verify and confirm that the already

known IntObjects in the knowledge network are iden-

tical to those ones which are part of the newly struc-

tured information set. If this is true the new IntObject

structure is merged into the KB unifying the identical

IntObjects which results in more comprehensive and/or
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Fig. 5. Integrating the new structure into the knowledge base

more precise and/better confirmed knowledge about the

respective IntObjects. The graphical representation of

the result is shown in Figure 5. The special benefit of

this information integration lies in the now established

connection between the two persons, shown by the red

line in Figure 6. These two actors now are related to

one another by this merged-in information structure.

3.2 Expert trial on intelligence processing

The investigation of the RTO Task Group had been

carried out with the support of an international group

of military advisors. They focused on the structure and

process flow of the conduct of intelligence, the human

cognitive methods and practical procedures on how to

process the collected information and available knowl-

edge. This analysis was based on several scenarios,

starting with a more conventional low intensive oper-

ation dealing with the Kosovo conflict and finally using

an Iraq-type asymmetric operation. The insight gained

into the main character of the conduct of intelligence did

not change over the varying conflicts and the necessary

steps which have to be done in the course of the pro-

duction of intelligence seemed to remain the same. This

is at least true for the more abstract point of view of a

paper work analysis. But there was no certified and de-

tailed information on how the processing of intelligence

is carried out under real conditions by analyst experts

of the intelligence branch. In particular there was only

little information about the detailed breakdown and or-

ganisation of the work, the sharing of information and

partitioning of responsibility.

Up to the mid of the last decade intelligence cells in

operation have been using mostly standard office tools

to manage information and data without any specific

functionality and support for exploiting its intelligence

Fig. 6. The merged information reveals new relations in the

knowledge network

value. It had been recognised that collators do not per-

form their tasks efficiently under these circumstances.

They tend to transfer the burden to intelligence analysts

who have to complete the collation process. In order

to carry out a knowledge elicitation a Subject Matter

Experts (SME) trial with domain experts coming from

Afghanistan was arranged by the Canadian Forces. Six

intelligence experts, using the CoALA tool suite, consti-

tuted an All Source Intelligence Cell. Their task was to

work on a set of CCIRs and PIRs based on the context of

a so far unknown asymmetric scenario. The intelligence

trial was performed:

² to analyse whether the military understanding of the
conventional processing steps in intelligence had been

carried over to asymmetric operations, to observe the

real workflow and processing steps of the experts,

² to observe the processing of unstructured text infor-
mation carried out by experts experienced in asym-

metric operations using the support of an interactive

collation tool,

² to analyse the way of human deduction and main
reasoning principles of the experts,

² to observe in how far and to which extent the support-
ing functionality provided by CoALA are accepted by

military experts,

² to validate the usability, capability and potential of the
interactive supporting tool CoALA, the acceptance

by the intelligence experts from the Canadian Forces

and to get recommendations for further enhancement

and development of collation, analysis and integration

functionalities.

The behaviour of the experts which was observed

first was caused by the fact that during the last years,

the All-Source Information Cells (ASICs) have been

overwhelmed by unstructured text information. Often

no IT support has been available or IT support was too

unqualified or unusable for the task of structuring this

input according to established and proven intelligence

requirements. It therefore was natural for the collators in
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our trial to take the task just to read the messages, iden-

tify important information mentioned within the mes-

sages, inform the analysts about the interesting obser-

vations and organize the messages in a way that they

could be accessed easily when required. The linking of

intelligence objects was only carried out by the analysts.

They were re-reading the messages directed to them by

the collators and, which from the point of view of the

individual analyst, were of interest to the very Prior-

ity Intelligence Requirement (PIR) or Information Re-

quirement (IR) he/she was working on. Therefore, at

the beginning of the trial, the collators were told by the

leading officer just to tag the statements and other intel-

ligence objects, but not to link the statement to objects.

This easily could and should have been done using the

Collation tool CoALA to keep the connection between

newly created intelligence objects and the constituting

and justifying statement or message. Later on, the ana-

lysts started complaining about the fact that they only

could retrieve “standalone” intelligence objects, as there

had been no links established to be analysed. The an-

alysts were almost doing the Collation process again.

Therefore, after some time, the collators were asked

to establish the links between processed statements and

other intelligence objects. Establishing this “new” work

schedule, the ASIC personnel only returned to the well

defined and commonly performed procedure and work

share as they used to be before the overwhelming flood

of information degraded the role of the collators to

just tagging the information. It was observed that PIRs

were the leading factor in directing the information pro-

cessing for intelligence. Processing of any information

which could not be related to the list of CCIRs and PIRs

was not observed. Nevertheless it would be of interest

how analysts cope with developments outside the scope

of interest.

Despite several difficulties the SMEs encountered

during the trial, they were able to reach their “opera-

tional” goals. They answered the CCIRs and they were

able to give detailed recommendations and assessments

on the CoALA functionality, although they might not

have fully experienced and tested the full potential of

the CoALA concept of information extraction and struc-

turing.

The semi-automated tool functions which support

the extraction and structuring of information are go-

ing far beyond the low level requirements of the NATO

AAP-6 [33] Collation step definition, which only claims

for “grouping of information.” The support given by

information structuring tools like those presented above

will enable users to establish and persistently keep re-

lations between pieces of information and to give the

rational for these associations. By this, a complex in-

formation structure is being developed in a cooperative

way to be used commonly by all users in the ASIC. This

persistent knowledge gives insight in the dynamically

developing situation and serves as bases to all further

intelligence processing, as it has to be done during the

analysis and integration step.

The assessment of the military intelligence experts

concerning the usability of the CoALA tool was as fol-

lows: Despite the fact that it was still under develop-

ment, the members of the intelligence branch consid-

ered it usable enough. The tool was perceived as being

easy to learn and intuitive because of the new paradigm

introduced to directly support the process of transform-

ing unstructured information to structured information.

It followed user interface architecture best practices but

did not yet implement all the Microsoft Windows GUI

practices. One function that collators really appreciated

was that the text document processing tool retains ob-

jects once initially categorized. This speeded up colla-

tion work. The tool also supported collaborative work

via a central server and knowledge database. This let the

user know immediately if a certain object was already

retained and recorded in the system, thus preventing

pointless duplication.

4 AUTOMATIC KNOWLEDGE DISCOVERY

This section discusses other available technologies

and current research directions for automatic knowl-

edge extraction from data. The early stages of intelli-

gence processing are largely deductive detection pro-

cesses, performed by intelligence operators who look

for relevant information in the intelligence information

repository assisted by software applications that support

information search and retrieval. Indexing and cross-

referencing are processes that can be performed auto-

matically, even by off-the-shelf software, as the doc-

uments are filed in the database. These simple steps

already add value to the database as they provide

means for retrieval of digitised documents and nav-

igation capabilities within the information repository.

COTS (commercial off-the-shelf) software is therefore

already available to support the “Information Indexing”

phase of the “Data Management” processing block of

Figure 2. The specialized tools described in Section 3.1

offer dedicated functionalities to ease this early stage of

the intelligence operator’s work.

Knowledge extraction from unstructured data is of

course a topic of paramount importance not only for in-

telligence processing. For example, the topic is very rel-

evant to contemporary search engines that aim at index-

ing all sorts of documents and media. To be mentioned

is the Unstructured Information Management Architec-

ture (UIMA) standard for the development, discovery,

composition, and deployment of multi-modal analytics

for unstructured information search technologies [5].

These efforts are in line with the processing steps in-

volved in the “Collation” phase.

However, it would be extremely valuable for intelli-

gence purposes to have a document management system

which is able to perform batch knowledge discovery.

That is, to automatically mine the data with the purpose
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of aggregating, linking and relating information without

a specific directive from the operator. This early form

of knowledge discovery is called structure discovery and

could provide precious “new” information to the oper-

ator as it could hint on hidden or unknown patterns of

relations in the data. This abductive discovery process

aims at finding the best explanation of relationships that

describe the data. This batch processing would auto-

mate the “Information Structuring” phase of the Colla-

tion step.

Once structured information has been extracted from

data, data mining techniques can be used to discover

knowledge from data. An example for this kind of dis-

covery is detecting patterns, associations, and correla-

tions that occur frequently. Frequent patterns can in-

clude item sets, subsequences, and substructures. Subse-

quences can refer to sequential patterns (e.g. a temporal

sequence of events) while the presence of substructures

(e.g. graphs, trees, lattices) in the data can suggest in-

teresting relational patterns among entities. In particular,

graph mining techniques are mostly based either on the

Apriori or pattern-growth algorithms [17]. The above

mentioned data mining techniques work with structured

data which are typically organized in databases and dis-

cover relations typically on a statistical basis according

to the number of occurrences of certain patterns. Recent

research efforts are focused on methods and techniques

for handling inherently uncertain and compositionally

structured data. In the intelligence context, all sources

of information are likely to provide data affected by

some degree of uncertainty. It could be measurable un-

certainty as in the case of sensory data measuring some

physical quantity or much less measurable as in the case

of a human observer.

Statistical Relational Learning (SRL) is an emerging

research area that, building on probability and statistics,

aims to represent reason and learn in domains with com-

plex relational and rich probabilistic structure [15]. SRL

encompasses a number of formalisms that have been

proposed over the years, from early attempts within the

inductive logic programming community [25], to Ma-

chine Learning techniques such as Bayesian Networks,

Markov Networks and Conditional Random Fields, to

mixed (and more recent) approaches such as Markov

Logic Networks [15]. The latter is an example of the

emerging trend in SRL combining first order logic and

Markov Networks into a new formalism.

Pre-processing of intelligence information could be

an interesting application of SRL techniques given their

ability to model (possibly uncertain) dependencies be-

tween related instances. Distinguishing “significant” in-

formation from “noise” in the continuous flow of input

data to any reasoning system is a key step to be car-

ried out in order to seed the interpretation process. This

initial partition can be performed by matching a pri-

ori defined models. This implies that a certain num-

ber of possible “explanations” of observed data should

already be available to the system as (human) expert

provided knowledge. An unsupervised probabilistic ap-

proach, on the contrary, can succeed in identifying a

structural model (which can explain regularities in the

data) using just a very basic form of prior knowledge

if none at all. Recent studies in cognitive sciences show

how achieving significant degree of success in “com-

prehension” needs discerning the underlying regulari-

ties in the world. This process seems to require some

(inductive-abductive) constraints in order to cope with

sparsity and noise in data and information [20]. Ac-

cording to these cognitive theories, the best the human

mind can do in inferring from available data is to make

the “best possible guess” guided by prior probabilities

about which world structures are most likely.

A Bayesian approach seems to mimic human reason-

ing over structures, relations and links, and it is possible

to provide a detailed computational account of how a

number of basic structural forms can be inferred from

various types of data (feature sets, similarity matrices,

and relations). This can be applied to different areas of

interest, covering higher-level problems like inferring

causal structures, learning about hidden properties or

objects, and interpreting the meaning of words [20]. As

already mentioned, the process of deductive detection

of patterns or “significant” information implies already

having a model according to which data can be judged

as such, that is having some strong a priori assumption

over the situation under investigation. This is what is

needed by logic-based approaches or graph matching

algorithms used in data mining.

The algorithm proposed by Kemp and Tenenbaum’s

exploits Bayesian inference to identify a hierarchical

model that best accounts for the observed data and

generates candidate models from graph grammars. The

model with maximum posterior probability given the

data [20] is taken as the most likely explanation of

observed patterns. This framework allows alternative

forms to compete with one another to explain any given

set of data rather than requiring an a priori assumption

about the form appropriate for a specific dataset. For

example, the technique allows inferring structure from

relational data as in the case of frequency of commu-

nications between a group of persons leading to the

discovery of social cliques or hierarchical tree struc-

tures (eventually discovering lead roles within an or-

ganization). Discovered structures can dynamically be

adjusted as new information is collected and filed in the

database. A similar approach could be applied as a batch

pre-processing to intelligence data greatly augmenting

the value of the information contained in the repository

as it can direct the attention of the collation operator and

provide precious clues for later higher-level processing

by intelligence analysts.

The support of later stages of information processing

could benefit from the use of graphical models to ex-

press the probabilistic consequences of causal relation-

ships. The scientific research community is currently
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discussing whether these models could serve as the basis

for learning causal relationships from data. The prospect

would be to have a Bayesian learner working backwards

from observed patterns of correlation (or statistical de-

pendency) to make probabilistic inferences about the

underlying causal structures likely to have generated

those observed data. This process would be very simi-

lar to what is intended as creative abduction [34]. It is

possible to use the basic principles of Bayesian infer-

ence over data which is represented by samples from an

unknown causal graphical model and the hypotheses to

be evaluated are different candidate graphical models.

A brief survey of some cognitive approaches which we

believe might be considered to support the automation

of information fusion tasks for intelligence analysis is

given in [12] [13] where also links to historical philo-

sophical foundations are given.

5 THREAT AND RISK ASSESSMENT

There are lots of definitions of the concepts of threat

and risk on, for instance, the web. They have in common

that they both represent something that might happen in

the future that will influence us in a negative way. One

common definition, that for statistical decision theory,

is found on the Wikipedia: risk = (Probability of an

event occurring) X (Impact of the event if it occurs).

For several (infinitely) possible and observable events

it is, simply put, a sum (integral), over the impacts

(loss function) X the probabilities (probability density

function) for the observable events. Something that

influences us in a positive way could on the other hand

give an opportunity for own action. In practice, there are

normally a limited set of events that can reasonably be

expected and where the impact can be estimated. This

is the case we discuss below.

In the military case, there is often a more or less

well defined “adversary” which imposes a threat. Here,

the threat can be formalized as a combination of the

adversary’s capability to attack us, their intensions to

attack, and if they can find an opportunity to attack us

[26]. As earlier described in the paper, in a tool like

CoALA a network of IntObjects and their relations are

continuously built up to reflect the semantic content of a

set of intelligence reports in many different “qualitative”

dimensions besides the more “quantitative” time and

space. Now, how could this network and the patterns

emerging in it be used for forensic (history), situation

(now) and threat (future) assessment? We will do this

by introducing the concept of Indicators.

5.1 Definition and usage of an Indicator

An indicator in its most general form can be defined

as something that signals (indicates) the presence of

something else. Here its definition is limited to a direct

observation of a maybe seemingly less relevant event

or a state that can indicate something more serious

(primary)

Event has happened, is going on, or is about to happen

State has been realized, is becoming realized or will be

realized

Hence, the indicator is a secondary effect of the

past, present or future primary event or state, simply

called the primary below, which has not been observed

directly so far. The indicator concept can be used both

for detecting present or forecasting future primaries that

might be threats or opportunities, as well as used in

abductive reasoning [16] [49]. In the last case, indicators

are regarded as consequences or effects of primaries that

have already happened, as in forensic investigations.

Experienced persons can often assess, or hypothesize

about, what has been or is going on, or if the risk of

something happening is increased, by taking notion of

such indicators.

A single observation like “There are no people in the

square when it is normally crowded.” can be an indica-

tor as well as the fused result of several different obser-

vations leading to some conclusion or hypothesis like

“There seem to have been repeated correlated money

transfers from X to a known IED expert Y via Z’s ac-

count in bank W.” The primaries in these two cases can

be a forthcoming shooting on the square, being known

to the local population, and a forthcoming bomb attack,

respectively.

How can we, using indicators, formalize this build-

ing of hypotheses about primaries? Imagine that a de-

cision maker has a “monitor list” of primaries in the

form of events or state changes that, in our asymmetric

scenario, are regarded as more important than others to

prevent, or exploit. They might impose plausible and

extra serious threats, or positive opportunities. This list

is assumed to be compiled by SMEs that in some way

are familiar with the situation at large. The list, perhaps

sorted according to priority or probability, might contain

many primaries, more or less related to each other. Intel-

ligence reports on the presence, or explicit absence, of

indicators must now be exploited in order to somehow

assess the probabilities of the different primaries in this

list.

5.2 Coupling Indicators to Primaries
The couplings between indicators and a primary

can for example, but not necessarily, be achieved via

a Bayesian Network (BN) built by an experienced per-

son who knows which indicators tend to influence a

primary, and which indicators are more important than

others and should have higher weights. A combination

of indicators with different weights, and maybe also ob-

served absence of expected indicators (Negative Infor-

mation) feed into a BN, and if the output is higher than

some threshold, an alert corresponding to the primary

modelled by that BN as a root node is issued. A BN

could be built, and be extended or modified during a

mission when situation-specific knowledge grows, or

several BN fragments managed separately by domain
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experts could be put together to a BN tailored to match

the specific mission or case [49]. There are other ways

than BNs to couple the influence of indicators to pri-

maries, but to obtain trust in the system, it must be easy

to understand why a certain primary might suddenly

be alerted in the system by, for instance, “clicking” on

it in a Graphical User Interface. If inferences cannot

be followed easily it would render the tool useless; no

reasonable decision maker could take decisive decisions

based on threat alerts generated by a tool whose way of

functioning is regarded anything similar to a black box.

Then the inference path used must be displayed in an

easy-to-understand way. Furthermore, there will often

be an interest to study the history of a monitored fea-

ture (primary or indicator) and see how its probability

has changed in time during the inflow of intelligence

reports. It is often difficult to judge about an absolute

probability number, should it be, say, 0.4 or 0.6, so the

rate of change can be more interesting.

Indicator weights can besides a preset importance

level also be related to the frequency of similar obser-

vations as well as a preset value in the leaves of the BNs

on how much a certain category of observations affects

an indicator. As well, an observed indicator of a future

primary must have a decay time constant associated with

it depending on what it is assumed to indicate, or if the

indicator itself is more of a state than an event. An indi-

cator (explosives found) typical of a discrete upcoming

event (bombing) of course decays more quickly than

one (bad harvests) typical for a more permanent state

(famine) and must soon enough decrease its influence

on BN’s representing discrete events. What decay times

to set for different types of indicators of course varies,

and has to be judged by SMEs.

5.3 How to display the risk–Impactorium

So, it would be of great benefit to have a mecha-

nism that continuously shows if the estimated risk has

increased that some primary is realized. At FOI, a tool

called Impactorium [46] [14] [2] [11] has been devel-

oped.1 Impactorium has a display idea based on the so

called Impact Matrix (IM). In the enterprise world, the

IM has been used for risk visualisation for a long time.

An IM is a 2D plot area with a “coordinate system” for

the primaries where the (horizontal) X dimension repre-

sents the severity (impact or consequence) if it happens,

and the (vertical) Y dimension the a priori probability

for it to happen. We do not elaborate on the X dimension

more in this paper, and the impacts have to be judged

by SMEs and are normally not a subject for change

in time. The primaries in the assumed monitor list men-

tioned above, on the other hand, are assessed concerning

their probabilities using incoming intelligence reports as

1This tool was not described in Section 3.1 above since it was not a

part of the SME trial with PARANOID/CoALA and is not really a

dedicated collation and link analysis tool.

sources to BNs. They should now be moved along the Y

axis of the IM according to their updated probabilities.

In Impactorium we have tested a slightly different vi-

sualization technique; monitored features are positioned

along the Y dimension according to their a priori proba-

bilities. When the monitored features change probability

by the influence of the indicators in the BN due to in-

coming intelligence, their symbols in the IM are initially

not shifted in position along the Y axis. Rather they au-

tomatically change colour continuously between green

(improbable) and red (strong alert). When corroborating

information might later be received, they can be shifted

accordingly in the IM. If not received, their colour fades

back to their earlier states with the earlier mentioned

decay time constant. Primaries, indicators and interme-

diate nodes in the BN can of course also be displayed in

a “monitor list,” sorted according to present probability.

The tool allows for Impactorium clients to access

intelligence reports in a common database, as well as

to design or use pre-designed BNs to connect indica-

tors to primaries. Instead of BNs, simple mathematical

operators like mean, min or max can be applied in the

network nodes. Different analysts can focus on subsets

of primaries by keeping them and their associated in-

dicators in personal analysis object baskets, much like

the IntObject basket in CoALA. As Impactorium is a

semi-automatic tool, the operator is now able to browse

the inference chains in the BNs to see details on why the

alert emerged. In situations of time pressure the visual-

ization could be done on the fly where the BN issuing

the alert is visualized automatically and the most impor-

tant nodes for the alert in it is highlighted.

User studies have been performed with Impactorium

as well [32] [47] and the tool has since then been

further developed concerning web service API and user

interfaces. Impactorium is still something of a research

test bench, and not yet an as well developed product as

CoALA or PARANOID), but a plan for how it could

be implemented in the Swedish Armed Forces has been

produced.

5.4 Relating Impactorium to CoALA

As mentioned, BNs are one way to link observa-

tions or intelligence reports via indicators to potential

primaries, which is the way it is done today in Impacto-

rium. Another way would be to continuously monitor

the structure of a semantic network while it is built up

as in CoALA. Instead of letting one or several, maybe

fused, intelligence reports trig one or several indica-

tors (as is the case today in Impactorium), one could

try to identify patterns in the CoALA network that

are known beforehand to indicate threatening situations.

This could be done for instance by graph matching tech-

niques [42] [27]. Impactorium currently has a some-

what more causal event-chain analysis approach, but

extending it with pattern-recognition techniques would

be very interesting; this is elaborated a bit in the next
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section. A maybe semi-automatic Mixed-Initiative rea-

soning, pattern-recognition functionality for identifying

such network structures should then be the equivalent

to the BNs causing certain types of observations to

trig indicators in Impactorium today. How could this

be achieved? Experienced people have models to which

they compare a new situation they are confronted with,

and to link cause and effect. Earlier experienced cases,

maybe in different mixings, serve as models used to

assess the type and characteristics of the new situation.

This can to a large extent be compared to case-based

reasoning. An implementation of this mental model-

building and matching process into some algorithm, fol-

lowing the ideas in Section 4 of this paper, would make

it possible to obtain a coupling between the outputs of

a fusion level 2 tool like CoALA to the input of a level

3 risk analysis tool like Impactorium.

5.5 Other applications of Impactorium
Impactorium have so far been developed as an im-

pact assessment tool for two cases: assessing potential

ongoing, but still not directly observed, primaries, and

potential future ones. An example of the latter is [47].

An example on the former is the work going on in the

EU FP7 projects “Support” and “Contain” for assess-

ing and controlling threats in sea port areas and against

containers in the container logistics chain, respectively.

These works are still unpublished, but use a method

very similar to the idea described here: Port surveillance

sensor- or container status sensor reports are tagged se-

mantically; in this case using RDF [51] triples, describ-

ing the observed events on a semantic level appropriate

for the observations done by the specific sensors. An

ontology, for example described as an RDF schema,

defines the event types that could be “instantiated” by

the sensors. Triples expressed in XML from different

sensors in the port stream into a RDF stream complex

event processor [50] [22] which, from these triples and

further entailments done using implicit knowledge in

the ontology, builds semantic networks that describe the

situations to which the sensors have contributed with

observations. Predefined queries on these networks, de-

fined using SPARQL (an RDF network query language)

acts as the patterns to be searched for in the growing

network. This idea is very similar to a monitoring func-

tion for networks in CoALA described in the previous

subsection. When a pattern matches, perhaps within a

spatial and temporal window, an alert is issued, and ana-

lysts using Impactorium can via web services subscribe

on such events depending on what type of alert is rel-

evant for their respective role (representing customs, a

freight company, port security etc.).

We would also like to include “forensic” reasoning:

the primary might already have happened in the past,

and we want to reason abductively from the indicators

which have followed as consequences of the hypothesis

of a primary similar to [49]. This is to say that Im-

pactorium should allow the operator to enter anywhere

in the temporal chain of intelligence reports and associ-

ated alerts of indicators and follow the inferences done

by the tool.

As mentioned, primaries can be events or states.

States can change discretely or more continuously. Most

military actions are executed as activities together aim-

ing at some higher goals, or effects. This is a central

concept in the Effect-Based Approach to Operations

(EBAO) paradigm, but has of course always been im-

portant in military thinking. An effect is in principle

a change of state as a result of non-planned events

or planned actions or activities. The way Impactorium

works can help personnel that are responsible for mon-

itoring these changes of states to do this monitoring,

and when reporting on it, be more clear and concise

about what causal chains are assumed to be the reason

for the change. In this case the assessed outcome of

executed actions is fed into the indicators of a BN or

similar network that defines the influence of the success

or failure of actions on the primary, here being the effect

one wants to obtain. This is a mode of usage more op-

erative than tactical and it suits threat assessments that

are done by intelligence staffs rather than by the staff

responsible for direct execution of military activities.

6 CONCLUSIONS
Tools like CoALA or PARANOID are accepted and

appreciated by the military community. They give sup-

port for the processing and exploitation of unstructured

semantic information as well as for some additional

functionality analysing the established structured infor-

mation set. However, up to now these interactive tools

mainly just assist the human operators in their seman-

tic exploitation of the information and their reasoning

about the meaning and the consequences of the de-

termined situation. To support situation awareness and

threat and impact assessment more research on the dis-

covery and update of behaviour pattern and system

structures as well as on the principles of pattern and

behaviour based reasoning, especially for imperfect data

and information has to be performed. How to then alert

and focus users on emerging threats and risks found

accordingly, like in the Impactorium tool, is another im-

portant issue.
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The Probability Generating
Functional for Finite Point
Processes, and Its Application
to the Comparison of PHD
and Intensity Filters

ROY STREIT

Probability generating functionals (PGFLs) for finite point pro-

cesses are used to derive the probability hypothesis density (PHD)

filter and intensity filter (iFilter) for multitarget tracking. Present-

ing them in a common PGFL framework makes manifest their sim-

ilarities and differences. A significant difference is their measure-

ment model–the PHD filter uses an exogenous clutter model and

the iFilter uses an endogenous scattering model.
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1. INTRODUCTION

Many radar and sonar sensor systems generate sev-

eral point measurements at every scan. Some measure-

ments are due to targets and others are due to clutter,

or scatterers, in the sensor field of view. The multi-

target tracking problem is to estimate the number of

targets and their states given the measurements. The

multi-hypothesis tracking (MHT) method for solving

this problem is based on two widely accepted assump-

tions: 1) targets are points; and 2) sensors generate at

most one measurement per target per scan. The sec-

ond is called the “at most one measurement per target”

rule. It is the cause of the intrinsically high computa-

tional complexity of optimal MHT algorithms and, con-

sequently, the reason so many diverse kinds of alterna-

tive suboptimal algorithms are widely studied.

This paper concerns the class of multitarget tracking

filters based on finite point process models for multiple

target states and sensor measurement sets. Two specific

kinds of filters are discussed–the PHD (probability hy-

pothesis density) filter and the iFilter (intensity filter).

Many of the differences between these filters are due to

the different models of the measurement set. Contrast-

ing these two filters in this way has the added benefit

of revealing the fundamental importance of the classical

methods of finite point processes for tracking applica-

tions.

Section 2 provides background on finite point pro-

cesses and reviews their application to multitarget track-

ing filters. The next two sections are largely didactic.

Section 3 defines the probability generating functional

(PGFL) of a single point process. Basic results related

to the PGFL are derived there. PGFLs play a central

role–they characterize the probability structures under-

pinning the filters. Section 4 defines the bivariate PGFL

of two finite point processes. The general Bayes poste-

rior point process is defined, and its PGFL is derived

from the bivariate PGFL.

Section 5 derives the PHD filter and iFilter as exam-

ples of the general Bayes posterior point process. The

PHD filter uses a traditional clutter model, while the

iFilter uses a scattering model. These modeling differ-

ences manifest themselves in the PGFLs of the filters,

thus exposing the similarities and differences between

them. Conclusions and concluding remarks are given in

Section 6.

2. BACKGROUND

PGFLs for finite point processes were introduced

in 1962 by Moyal [11]. In this seminal paper, Moyal

noted the connection between PGFLs and probability

generating functions (PGFs) of discrete random vari-

ables. He defined functional derivatives of the PGFL

and used them (see (15) below) to prove that the PGFL

characterizes the point process. He defined the factorial

moments using PGFLs. Moyal applied his functional
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calculus to stochastic population processes, establish-

ing the connection to the classical theory of branching

processes (see [1] for more background). Moyal inves-

tigated cluster processes and multiplicative processes,

which are processes whose PGFL factors as in (42) be-

low. He also studied time-dependent Markovian multi-

plicative population processes.

Branching processes and point process theory were

studied extensively by Harris in 1963 [6]. According to

the authoritative text by Daley and Vere-Jones [5, p. 1],

point process theory “reached a definitive form in the

now classic treatments by Moyal (1962) and Harris

(1963).”

Mahler applied PGFLs to multitarget tracking prob-

lems in a series of papers; see [9] and [10] and the ref-

erences therein. In this corpus he uses the FISST (finite

set statistics) calculus to derive the PHD filter. He in-

troduced random finite set (RFS) models for multitarget

state, as well as the idea of recursively approximating

the Bayes posterior process by a Poisson point process

(PPP). The term PHD was coined by Stein and Win-

ter [14], who viewed the process of evidence accrual

as additive, as opposed to multiplicative. The reformu-

lation of the PHD using random finite sets is due to

Mahler [8]. The PGFL of the Bayes posterior finite point

process takes an attractive form (see (28) below). The

same form was derived for the PHD tracking filter in

[10, Sec. 14.8.2]; however, that result is specific to the

tracking application.

An exact expression is given for the probability gen-

erating function (PGF) of the distribution of the number

of points in the Bayes posterior process before the PPP

approximation of the multitarget state. The result is a

straightforward consequence of the connection between

the PGF and the PGFL of the posterior process, but

nonetheless it may be new. These discrete distributions

provide insight into the nature of the exogenous and

endogenous measurement models, as well as the PPP

approximation to multitarget state.

The distinction drawn between exogenous and en-

dogenous measurement models is perhaps new, but the

use of the augmented state space, denoted below by S+,

in tracking applications dates to at least 1986 (see [7]).

(More general augmented state spaces are used by Chen,

et al. [3] for dynamic clutter modeling.) The iFilter was

derived by Streit and Stone [15] using a direct enumer-

ation of measurements to targets that avoids PGFLs.

Their Bayesian method is based on well-known prop-

erties of PPPs [16]. The PGFL derivation of the iFilter

presented in this paper is new. The iFilter was first re-

ferred to by that name in 2010.

The relationship between medical imaging algo-

rithms and the PHD and iFilter was first discussed

in [17]. The similarity between them and the famous

Shepp-Vardi algorithm (1982) for positron emission to-

mography (PET) is remarkable. The relationship arises

because PET uses PPP models for the image–the spa-

tial distribution of a radioisotope, i.e., the intensity func-

tion of radioisotope decays. The connection to the clas-

sic Richardson-Lucy (1972/1974) algorithm for image

restoration problems is also pointed out in [16].

3. PROBABILITY GENERATING FUNCTIONALS

The event space E(S) of the finite point process
¥ is the set of all ordered pairs of the form » =
(n,fs1, : : : ,sng), si 2 S. For n= 0, the event is (0,Ø). For
n¸ 1 the event corresponds to n! equally likely, ordered
events of the form (n,s¾(1), : : : ,s¾(n)), ¾ 2 Sym(n), where
Sym(n) denotes the set of all permutations of the first n
positive integers. The space S can be very general, but
is typically a specified subset of Rd, d ¸ 1. In physics,
n is called the canonical number, the collection En(S)
of all subsets of S with n points is the nth canonical
ensemble, and the space E(S) is the grand canonical
ensemble.

A functional is, in general, merely a name for an

operator whose input is a function and output is a (real

or complex) number. For example, definite integrals are

functionals. PGFLs for general finite point processes

were defined by Moyal [11, Sec. 4] as a generalization

of PGFs for multivariate discrete random variables. He

showed that PGFLs characterize the point process via

its functional derivatives. The results presented in this

section are due to Moyal. The presentation here is

didactic in style and intended to be widely accessible.

3.1. Definition of the PGFL

Let ¥ be a random variable with outcomes » 2 E(S).
Define ¥ = (N,X), where N is the canonical number

and X is the set of points in the random canonical

ensemble EN(S). The PGFL of ¥ is defined for real-

valued functions h on the state space S as

G¥ [h] =

1X
n=0

p¥N(n)

Z
Sn

Ã
nY
i=1

h(si)

!
p¥XjN(s1, : : : ,sn j n)ds1 ¢ ¢ ¢dsn

(1)

where p¥N(n) is the distribution (probability mass func-
tion or discrete pdf) of N, and p¥XjN(s1, : : : ,sn j n) is the
pdf of the points (s1, : : : ,sn) conditioned on N = n. For
n= 0, p¥XjN(¢ j n) = 1 and

Qn
i=1h(si) is defined to be one.

Simply put, the PGFL is the expectation of the ran-

dom product
QN
i=1 h(si). The PGFL is evaluated only

for functions h such that the integrals and the sum in

are absolutely convergent. It is sufficient [11] to require

that jh(s)j · 1 for s 2 S. No physical units are associated
with the values of h(s), so the integrals in (1) are unitless
and the sum is dimensionally consistent.

A finite point process ¥ is a PPP if the canon-

ical number N is Poisson distributed with mean ¹=
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R
S f

¥(s)ds <1, where f¥(s)¸ 0 is the intensity func-
tion, and points are independently and identically dis-

tributed in S with pdf f¥(s)=¹. Thus, p¥N(n) = e
¡¹¹n=n!

and p¥XjN(s1, : : : ,sn j n) = ¹¡n
Qn
i=1f

¥(si). Direct calcula-

tion shows that

G¥[h] = exp

·
¡
Z
S

f¥(s)ds+

Z
S

h(s)f¥(s)ds

¸
: (2)

The PGFL (2) is log-linear, that is, log(G¥[h]=G¥[0])
is linear in h. For further discussion of PPPs and their

applications, see [16].

3.2. Functional Derivatives of the PGFL

The finite set statistics (FISST) calculus concerns

functional differentiation of PGFLs, where functional

differentiation has exactly the same meaning as in the

Calculus of Variations. The functional derivative of

G¥[h] with respect to the variation w is defined by

@G¥

@w
[h] = lim

"!0+
d

d"
G¥[h+ "w]

= lim
"!0+

G¥[h+ "w]¡G¥[h]
"

: (3)

Here, w is a bounded real-valued function on S. (It will
be specified shortly.) From (1),

G¥[h+ "w] =
1X
n=0

p¥N(n)

Z
Sn

nY
i=1

[h(si) + "w(si)]

£p¥XjN(s1, : : : ,sn j n)ds1 ¢ ¢ ¢dsn: (4)

Moyal [11, Sec. 4] proves that (4) is an analytic func-

tion of " in some open region of the complex plane

containing the origin. Using (3) gives, since analyticity

in " justifies interchanging the sum and the derivative,

@G¥

@w
[h] =

1X
n=1

p¥N(n)
nX
k=1

Z
Sn
w(sk)

nY
i=1,i 6=k

h(si)

£p¥XjN(s1, : : : ,sn j n)ds1 ¢ ¢ ¢dsn: (5)

The outermost sum starts at n= 1 because the derivative

with respect to " of the n= 0 term is zero. The inner-

most sum over i 6= k arises from the product rule for or-
dinary differentiation. The Dirac delta function ±x(s)´
±(s¡ x) is called an “impulse (point mass) at s= x 2 S.”
Specifying the variation to be w(s) = ±x(s) gives the

functional derivative

@G¥

@x
[h]´ @G

¥

@±x
[h] =

@G¥

@w
[h]

¯̄̄̄
w(¢)=±x(¢)

=

1X
n=1

p¥N(n)
nX
k=1

Z
Sn
±x(sk)

nY
i=1,i 6=k

h(si)

£p¥XjN(s1, : : : ,sn j n)ds1 ¢ ¢ ¢dsn: (6)

(Alternatively, specifying the variation to be a function

in a test sequence for the delta function and taking the

limit gives the same result.) Using the sampling property

of the Dirac delta function, the argument symmetries of

p¥XjN(¢), and relabeling arguments appropriately gives

@G¥

@x
[h] =

1X
n=1

p¥N(n)n

Z
Sn¡1

nY
i=2

h(si)

£p¥XjN(x,s2, : : : ,sn j n)ds2 ¢ ¢ ¢dsn (7)

where the product in (7) is taken equal to one for

n= 1. The integrals are over Sn¡1, not Sn. Note that
the derivative is a functional.

It is important to keep in mind that taking the

variation w to be equal to the Dirac delta function ±x
makes the derivative @G¥[h]=@x depend on the point x

even though G¥[h] itself does not. For this reason, the

functional derivative (7) is referred to in this paper as

the derivative with respect to an impulse at x, not simply

as the derivative with respect to x.

Derivatives of the PGFL with respect to any finite

number of distinct impulses extract, or decode, the pdf

of ¥ from its PGFL. To find the functional derivative

with respect to x2 6= x1, start with (7) by replacing x with
x1 and h with h+ "w. This gives

@G¥

@x1
[h+ "w] =

1X
n=1

p¥N(n)n

Z
Sn¡1

nY
i=2

[h(si) + "w(si)]

£p¥XjN(x1,s2, : : : ,sn j n)ds2 ¢ ¢ ¢dsn:
(8)

Differentiating with respect to " and setting "= 0 gives

@

@w

μ
@G¥

@x1
[h]

¶
=

1X
n=2

p¥N(n)n
nX
k=2

Z
Sn¡1

w(sk)
nY

i=2,i 6=k
h(si)

£p¥XjN(x1,s2, : : : ,sn j n)ds2 ¢ ¢ ¢dsn:
(9)

Substituting the variation w(s) = ±x2 (s), where x2 6= x1,
and using symmetry properties of p¥XjN(¢) gives the
functional derivative,

@2G¥

@x2@x1
[h] =

1X
n=2

p¥N(n)n(n¡ 1)
Z
Sn¡2

nY
i=3

h(si)

£p¥XjN(x1,x2,s3, : : : ,sn j n)ds3 ¢ ¢ ¢dsn
(10)

where, for n= 2, the product is equal to one. The

integrals are now over Sn¡2.
Functional derivatives of the PGFL with respect

to the variations w1, : : : ,wn are defined recursively as
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above, or equivalently as

@nG¥

@w1 ¢ ¢ ¢@wn
[h] =

@nG¥

@"1 ¢ ¢ ¢@"n

24h+ nX
j=1

"jwj

35
"1=¢¢¢="n=0

:

(11)

The functional derivative with respect to impulses at

distinct points x1, : : : ,xn is

@nG¥

@x1 ¢ ¢ ¢@xn
[h]´ @nG¥

@w1 ¢ ¢ ¢@wn
[h]

¯̄̄̄
w1=±x1 ,:::,wn=±xn

=

1X
k=n

p¥N(k)k(k¡ 1) ¢ ¢ ¢ (k¡ n+1)

£
Z
Sk¡n

Ã
kY

i=n+1

h(si)

!
£p¥XjN(x1, : : : ,xn,sn+1, : : : ,sk j k)dsn+1 ¢ ¢ ¢dsk

(12)

where for k = n the product is equal to one. The or-
der of differentiation is immaterial. For convenience, the

derivative for n= 0 is defined to be G¥[h]. The deriva-
tive (12) is first order with respect to the distinct points

x1, : : : ,xn.

3.3. Event Likelihood

Evaluating (7) and (10) for h(¢)´ 0 gives, respec-
tively,

@G¥

@x
[0] = p¥N(1)p

¥
XjN(x jN = 1) (13)

and

@2G¥

@x1@x2
[0] =

@2G¥

@x2@x1
[0] = 2!p¥N(2)p

¥
XjN(x1,x2 jN = 2):

(14)

In words, the derivative evaluated at h´ 0 is the pdf
of the event » = (1,fxg), and the derivative with respect
to impulses at x1 and x2 is the pdf of the event » =
(2,fx1,x2g) or, equivalently, 2! times the pdf of the
ordered event (2,x1,x2). From (12), for n¸ 1 distinct
impulses,

@nG¥

@x1 ¢ ¢ ¢@xn
[0] = n!p¥N(n)p

¥
XjN(x1, : : : ,xn j n)

= n!p¥(n,x1, : : : ,xn)

= p¥(n,fx1, : : : ,xng) (15)

where p¥(n,fx1, : : : ,xng) is the pdf of ¥ for unordered

events and p¥(n,x1, : : : ,xn) is pdf for the corresponding
ordered event.

The derivatives (15) show that a finite point process

is characterized by its PGFL. This fact is important

because it means that a finite point process can be

defined by deriving its PGFL.

3.4. Factorial Moments

The first moment of ¥ is the special case of (7) with
h(s)´ 1:

m¥[1](x) =
@G¥

@x
[1]

=

1X
n=1

np¥N(n)

Z
Sn¡1

p¥XjN(x,s2, : : : ,sn j n)ds2 ¢ ¢ ¢dsn:

(16)

For PPPs it is straightforward to verify from the PGFL

(2) that the intensity function f¥(x) is identical to the
first moment, i.e., f¥(x) =m¥[1](x). For this reason the
first moment of a finite point process is often called the

intensity function.

Substituting h(s)´ 1 into (12) gives the nth factorial
moment,

m¥[n](x1, : : : ,xn)

´ @nG¥

@x1 ¢ ¢ ¢@xn
[1]

=

1X
k=n

p¥N(k)k(k¡ 1) ¢ ¢ ¢ (k¡ n+1)

£
Z
Sk¡n

p¥XjN(x1, : : : ,xn,sn+1, : : : ,sk j k)dsn+1 ¢ ¢ ¢dsk

(17)

where for k = n the conditional pdf is p¥XjN(x1, : : : ,xn j n).
Factorial moments can be interpreted as multi-point in-

tensity functions (when points are distinct with prob-

ability one). To see this, note that (17) can be written

intuitively as [4, eq. (5.4.12)]

m¥[n](x1, : : : ,xn)dx1 ¢ ¢ ¢dxn

= Pr

24 exactly one point of the process islocated in each infinitesimal subset

[xi,xi+ dxi), i= 1, : : : ,n

35 :
(18)

For n= 1 and n= 2, for distinct points x,y 2 S,
m¥[1](x)dx

= Pr[exactly one point in [x,x+dx)]

m¥[2](x,y)dxdy

= Pr[exactly one point in [x,x+dx)

and one point in [y,y+ dy)]:

(19)

For PPPs the second probability is the product of

m¥[1](x)dx and m¥[1](y)dy, a result that follows from
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well-known independence properties of PPPs. In gen-

eral, however, the second moment does not factor.

The application of factorial moments in tracking

applications is discussed in [2] but is outside the scope

of the present paper.

3.5. Probability Generating Function of Canonical
Number

The probability generating function (PGF) of N,

denoted by F¥(x), is determined by evaluating the PGFL

of ¥ for the constant function h(s)´ x. Substituting into
(1) gives

F¥(x)´G¥[h]jh(¢)´x ´G¥[x]

=

1X
n=0

p¥N(n)x
n: (20)

In the signal processing literature, F¥(z¡1) is called the
z-transform of the sequence of probabilities (p¥N(n) : n=

0,1, : : :). The probability p¥N(n) is

p¥N(n) =
1

n!

dnF¥

dxn
(0) (21)

where the nth derivative with respect to x is the ordinary

derivative evaluated at x= 0. The probability p¥N(n) is n!

times the integral of the ordered pdf p¥(n,x1,x2, : : : ,xn)

over all x1,x2, : : : ,xn. The first derivative of the PGF

evaluated at x= 1 is

dF¥

dx
(1) =

1X
n=0

p¥N(n)nx
n¡1
¯̄̄̄
¯
x=1

´ E¥[N] (22)

where E¥[N] is the expected number of points in a

realization of ¥.

4. BAYES POSTERIOR POINT PROCESS

In this section the conditional, or posterior, point

process § j¨ is defined using Bayes method in terms

of the bivariate process (¨ ,¥). The random variables

are finite point processes, but this does not alter the

Bayesian methodology. The PGFL of the Bayes poste-

rior process ¥ j¨ and two summary statistics, namely,

the intensity function and the distribution of the canoni-

cal number, are derived. Finally, Bayesian estimates are

defined using the posterior point process and a specified

loss function.

For tracking applications, ¨ is the observation space

and ¥ the multitarget state space. The points of a

realization ¨ = À are the measurements in a sensor scan.

The joint pdf of the measurement and target processes

is denoted by p¨¥(À,»), where ¥ = » is a realization

of the target process. The conditional pdf p¨ j¥(À j »)
is derived from physical models of the targets and the

sensor likelihood function p(y j s).

4.1. Bivariate PGFL

Let ¨ be a finite point process with events À =
(m,fy1, : : : ,ymg) 2 E(Y), where the space Y is in general
unrelated to the space S. Extending the definition of
the PGFL for ¥ to the joint process (¨ ,¥) with events
in the Cartesian product space E(Y)£E(S) gives the
bivariate PGFL as the expectation of the product of

random products
QM
i=1g(yi)

QN
j=1 h(sj), that is,

G¨¥[g,h] =
1X
m=0

1X
n=0

p¨¥MN(m,n)

£
Z
Ym

Z
Sn

Ã
mY
i=1

g(yi)

!0@ nY
j=1

h(sj)

1A
£p¨¥YXjMN(y1, : : : ,ym,s1, : : : ,sn jm,n)

£ dy1 ¢ ¢ ¢dymds1 ¢ ¢ ¢dsn (23)

where p¨¥MN(¢) and p¨¥YXjMN(¢) are the discrete and con-
tinuous pdfs associated with the joint process (¨ ,¥). If
m= 0 or n= 0 in (23), the corresponding product is de-
fined to be one. It is important to keep in mind that g(¢)
and h(¢) are functions defined on Y and S, respectively.
Marginalizing the bivariate point process over one

process yields the PGFL of other process. More for-

mally,

G¨¥[1,h] =G¥[h] and G¨¥[g,1] =G¨ [g]:

(24)

To obtain the first expression, substitute g(¢) = 1 in (23),
integrate over y1, : : : ,ym, and sum over m. The other
expression is obtained similarly.

4.2. PGFL of the Bayes Posterior Point Process

To write the PGFL of the Bayes posterior point

process, note that the derivative of (23) with respect to

impulses at the distinct points fy1, : : : ,ymg ½ Y evaluated
for g(¢) = 0 is

@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,h]

=m!
1X
n=0

p¨¥MN(m,n)

Z
Sn

0@ nY
j=1

h(sj)

1A
£p¨¥YXjMN(y1, : : : ,ym,s1, : : : ,sn jm,n)ds1 ¢ ¢ ¢dsn:

(25)

Evaluating the derivative of G¨¥[g,1] =G¨ [g] with
respect to impulses at y1, : : : ,ym for g(¢) = 0 gives

@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,1] =

@mG¨

@y1 ¢ ¢ ¢@ym
[0] =m!p¨MY(m,y1, : : : ,ym):

(26)
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Dividing (25) by (26) yields

@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,h]

@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,1]

=

1X
n=0

Z
Sn

0@ nY
j=1

h(sj)

1A
£ p

¨¥
MYNX(m,y1, : : : ,ym,n,s1, : : : ,sn)

p¨MY(m,y1, : : : ,ym)
ds1 ¢ ¢ ¢dsn

=

1X
n=0

Z
Sn

0@ nY
j=1

h(sj)

1A
£p¥j¨NXjMY(n,s1, : : : ,sn jm,y1, : : : ,ym)ds1 ¢ ¢ ¢dsn:

(27)
Substituting the Bayes factorization

p
¥j¨
NXjMY(n,s1, : : : ,sn jm,y1, : : : ,ym)

= p
¥j¨
NjMY(n jm,y1, : : : ,ym)p¥j¨XjNMY(s1, : : : ,sn jm,y1, : : : ,ym)

into (27) and comparing the result with definition (1)

shows that the ratio is the PGFL of the Bayes posterior

process, that is,

G¥j¨ [h j y1, : : : ,ym] =
@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,h]

@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,1]

: (28)

The PGFL (28) is valid for general finite point pro-

cesses. The denominator of (28) is a constant that scales

the PGFL of the numerator.

The probability structure of the Bayes posterior pro-

cess is characterized by the functional derivatives of

(28) with respect to impulses at the distinct points

fx1, : : : ,xng ½ S. A specialized version of (28) for mul-

titarget tracking applications is derived in [10, p. 757],

where it is described as the PGFL “form of the multi-

target corrector.”

4.3. Summary Statistics of the Bayes Posterior Process

Since the event space E(S) is very large, it is useful
to provide summary statistics of the posterior process

¥ j¨ . Two statistics are of interest here. The first is the
intensity function f¥j¨ (x) of ¥ j¨ . It is found by the
evaluating at h(s) = 1 the functional derivative of (28)
with respect to an impulse at x 2 S:

f¥j¨ (x) =

@m+1G¨¥

@y1 ¢ ¢ ¢@ym@x
[0,1]

@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,1]

, x 2 S: (29)

The expression (29) holds for general finite point pro-

cesses.

The other summary statistic is the distribution of

N¥j¨ , the canonical number of points in the Bayes
posterior process. The PGF of N¥j¨ is the PGFL (28)

evaluated for the constant function h(s) = x; that is,

F¥j¨ (x) =

@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,h]

¯̄̄̄
h(¢)´x

@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,1]

: (30)

The posterior pdf of the canonical number is, using (21),

p
¥j¨
N (n) =

1

n!

dn

dxn
F¥j¨ (0)

=

1

n!

dn

dxn

Ã
@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,h]

¯̄̄̄
h(¢)´x

!
x=0

@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,1]

:(31)

From (22), the expected number of targets is E[N¥j¨ ] =
(d=dx)F¥j¨ (1).

4.4. Bayesian and Pseudo-MAP Estimators

A Bayesian estimate of ¥ is determined using a

specified loss function L(³ j »). This function gives the
loss associated with choosing the estimate ³ 2 E(S) for
¥ when the true realization is » 2 E(S). The Bayes
loss of ³ is the expected loss, R(³)´ E[L(³ j »)], where
the expectation (see (1)) is with respect to the density

p¥j¨ (» j À) of the Bayes posterior process ¥ j¨ . The
Bayes estimate »̂Bayes 2 E(S) for ¥ minimizes the Bayes
loss:

»̂Bayes = argmin
³2E(S)

R(³): (32)

The Bayes estimate depends on the choice of the loss

function L(³ j »).
In many problems, L(³ j ») can be specified so that

the Bayes estimate reduces to the maximum a pos-

teriori (MAP) estimate, argmax» p
¥j¨ (» j À). However,

the MAP estimate is undefined for the posterior pdf

p¥j¨ (» j À). To see this, it is only necessary to observe
that p¥j¨ (»1 j À) and p¥j¨ (»2 j À) have different units
when the realizations »1 and »2 have different numbers
of points.

Pseudo-MAP estimates can be defined using the

posterior distribution of the canonical number and in-

tensity functions, or other summary statistics. The con-

sistency of such estimates must be verified on a case

by case basis. These topics are outside the scope of the

paper.

4.5. Branching Process Form of the Bivariate PGFL

The fundamental Bayesian paradigm of traditional

single target tracking is: The observation process is Y,
the object/target process is X, the conditional process
Y j X is the connection between them, and Bayes Theo-
rem is used to inference the Bayesian process X j Y. The
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same approach is adopted here, but with X replaced by
¥ and Y by ¨ . This changes the mathematical details,
but not the Bayesian paradigm.

Note that the Bayes posterior point process–its

pdf, intensity, and canonical distribution–were ob-

tained above without reference to the conditional mea-

surement point process ¨ j ¥. The conditional process
is fundamental to the traditional understanding of how

measurement processes are exploited to make inferences

about target processes. This section follows the tradi-

tional Bayesian paradigm, but uses point process mod-

els. The approach to Bayesian tracking problems using

point processes was first discussed in [9].

The bivariate PGFL is written in a branching pro-

cess form, that is, as the composition of two functionals.

This form lies at the root of many diverse applications,

including the tracking applications discussed in the suc-

ceeding sections of the paper. Population and branching

processes are an established part of the classic literature

of probability [1] and [6].

From Bayes theorem,

p¨¥MYNX(¢)´ p¥NX(¢)p¨ j¥MYjNX(¢) = p¥N(¢)p¥XjN(¢)p¨ j¥MYjNX(¢):
(33)

Substituting this into (23) and interchanging the order of

sums and integrals (justified by absolute convergence)

gives

G¨¥[g,h] =
1X
n=0

p¥N(n)

Z
Sn

Ã
nY
i=1

h(si)

!
G¨ j¥[g j s1, : : : ,sn]

£p¥XjN(s1, : : : ,sn j n)ds1 ¢ ¢ ¢dsn (34)

where

G¨ j¥[g j s1, : : : ,sn]

=

1X
m=0

Z
Ym

0@ mY
j=1

g(yi)

1A
£p¨ j¥MYjNX(m,y1, : : : ,ym j n,s1, : : : ,sn)dy1 ¢ ¢ ¢dym

(35)

is the PGFL of the conditional process ¨ j ¥, as is seen
by using the Bayes factorization p

¨ j¥
MYjNX(¢) = p¨ j¥MjNX(¢)

p
¨ j¥
YjMNX(¢).
The pdf of the conditional process ¨ j ¥ is found by

functional differentiation (cf. (15)):

p¨ j¥(À j n,s1, : : : ,sn) =
@m

@y1 ¢ ¢ ¢@ym
G¨ j¥[0 j s1, : : : ,sn]

(36)

where À = (m,fy1, : : : ,ymg). Evaluating the functional
derivatives (36) reveals the detailed structure of the

likelihood function, including any enumerations that

are inherent in the conditional process ¨ j ¥. A target

tracking example is given in the Appendix.

The expression (34) simplifies greatly if the condi-

tional PGFL factors, that is, if it corresponds to the su-

perposition of conditionally independent measurement

processes. If it does, then

G¨ j¥[g j s1, : : : ,sn] =
nY
i=1

T[g j si] (37)

where T[g j s], s 2 S, is a specified functional. Substi-
tuting (37) into (34) gives the branching process form

of the bivariate PGFL:

G¨¥[g,h] =G¥[hT[g j ¢]] (38)

where G¥[h] denotes the PGFL of ¥. This is the branch-
ing process form of the PGFL. It is central to multitarget

tracking applications.

5. SINGLE SENSOR MULTITARGET TRACKING

As noted above, the PGFL characterizes the finite

point process. Therefore, in applications, the formula-

tion of the PGFL is of first importance. The filters in

this section and the next are derived directly from the

relevant PGFL.

The PGFL approach is applied to two measurement

models for multitarget tracking. Both models are consis-

tent with the “at most one measurement per target” rule.

The PHD filter uses an exogenous clutter model, that is,

clutter arises spontaneously in the sensor measurement

space and is superposed with the target measurement

processes. This is a natural model if the outputs of the

sensor signal processor are thresholded to produce point

measurements that are fed to a post-processor. It is a

standard model that is widely accepted in the tracking

literature. The exogenous clutter process is assumed to

be a PPP on S with intensity ¸(x), x 2 S.
In contrast, the iFilter uses an endogenous model in

which all measurements are attributed to scatterers in the

augmented target state space S+ ´ S [Á defined below
in Section 5.2. A target is a scatterer whose state is in

S, and a clutter measurement corresponds to a scatterer
whose state in S is unknown, i.e., it is '. This is a natural
model for sensor signal processors when distinctions

between scatterers are not drawn. It is relatively unused

in the tracking community. The different models lead to

remarkably similar filters.

The endogenous and exogenous models are mathe-

matically compatible; that is, they can be used together

in the same problem. What is mathematically possible,

however, must also be justified in the application. This

possibility is not explored further in this paper.

The PGFL of the superposition of mutually indepen-

dent finite point processes is the product of their PGFLs

(see [5, Prop. 9.4.1.IX]). This property makes the PGFL

useful in many problems involving enumeration, since

crucial questions often revolve around learning which

process gave rise to which point in a superposition of

points–this is the measurement to target assignment

problem.
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The target process ¥ is interpreted throughout the

paper as the point process that is predicted to the current

time from the previous time step. Prediction involves

independent thinning (see [16, Sec. 2.8]) and Markovian

target motion, neither of which alters the character of the

target process model–if the target process is a PPP at

the previous time step, the predicted process is a PPP.

The essential differences between the PHD filter and

the iFilter are due the different measurement models,

not the predicted target process.

For concreteness, denote the target process at the

previous time step by ¥¡. It is defined on S for exoge-
nous models and on S+ for endogenous models. For the
filters considered here, ¥¡ is assumed to be a PPP to
close the Bayesian recursion. Denote its intensity func-

tion by f¥
¡
(¢). Target motion from the previous time

step to the current one is assumed to be Markovian. For

exogenous models, denote the transition (motion) model

by F(x j x¡), x¡, x 2 S. Thus, RS F(x j x¡)dx= 1 for all
x¡ 2 S. Let d(x) denote the probability that a target at x
does not survive to the next time step, and let B(x) de-
note the intensity of a new target PPP at x in the current
time step. The predicted process ¥ is the process ¥¡

after it is thinned by d(x) and transformed by F(x j x¡),
and with new targets superimposed. The process ¥ is a
PPP on S, and its intensity is

f¥(x) = B(x)+

Z
S

F(x j x¡)(1¡ d(x¡))f¥¡(x¡)dx¡:

(39)

The result can be derived in several ways (see, e.g.,

[16]), but none are given here.

The motion model for endogenous models is de-

noted by ª (x j x¡), x¡,x 2 S+. Integrals over the aug-
mented space are defined as in (56) below. Thus,

1 =

Z
S+
ª(x j x¡)dx´ª(Á j x¡) +

Z
S

ª (x j x¡)dx

for all x¡ 2 S+. The survival probability d(x) is defined
for all x 2 S+. For convenience, d(x) is assumed to be
the same as for the exogenous model for x 2 S, but the
probability d(Á) is new and must be specified. After

thinning and transformation by ª(x j x¡), the predicted
process ¥ is a PPP on S+, and its intensity is

f¥(x) =

Z
S+
ª (x j x¡)(1¡ d(x¡))f¥¡ (x¡)dx¡

´ª(x j Á)(1¡ d(Á))f¥¡ (Á)

+

Z
S

ª(x j x¡)(1¡ d(x¡))f¥¡ (x¡)dx¡, x 2 S+:

(40)

This result can be derived in the same manner as (39).

The transition model ª (x j x¡) and intensity f¥¡(Á)
can be chosen to match (39) on the subspace S of
S+. To do this, let d(Á) = 0 and set f¥

¡
(Á) = ¹+¸,

where ¹=
R
S B(x)dx and ¸=

R
Y ¸(y)dy, respectively, are

the expected numbers of new targets and clutter (see

Assumption 2 in Section 5.1 below) in the exogenous
model. The transition function ª on S+ is defined in
terms of the parameters of the exogenous model via the

partitioned matrix·
ª (x j x¡) ª (Á j x¡)
ª (x j Á) ª(Á j Á)

¸
=

·
F(x j x¡) 0

B(x)=(¹+¸) ¸=(¹+¸)

¸
for x,x¡ 2 S:

(41)

For these choices, and complementary ones for the

measurement likelihood function (see the paragraph
following (63) below), (40) reduces to (39) on S.

5.1. Exogenous Clutter–the PHD Filter

The set of target states and the set of sensor mea-

surements are modeled as finite point processes ¥ and
¨ with outcomes » 2 E(S) and À 2 E(Y), respectively,
where the target state space is S and sensor measure-
ment space is Y. The PGFL of ¨ j ¥ is obtained under
three assumptions:

1. The target process ¥ is a PPP on S with intensity
function f¥(s).
2. Conditioned on the event ¥ = » = (n,fs1, : : : ,sng),

the measurement process is the superposition of n mu-
tually independent, identical, target-originated measure-

ment processes and a PPP clutter process on Y with
intensity function ¸(y) that is independent of targets.
3. No target generates more than one measurement

in the space Y.

The exogenous clutter model is part of the second as-
sumption. The target-originated measurement processes

in the second assumption are finite point processes on
Y. It leads to the factorization (42) below. The third as-
sumption says that the target-originated processes have
at most one point.

Bivariate PGFL for the PHD Filter

Assumptions 1—3 lead directly to the factored form

(44) of the PGFL of the conditional process. The mea-
surement process ¨ is the superposition of a clut-
ter process ¨clutter and an unknown number of iden-
tical target-originated measurement processes ¨target.
Conditioned on ¥ = » = (n,fs1, : : : ,sng), there are N = n
target-originated measurement processes. These n pro-
cesses and the clutter process are conditionally indepen-
dent, so the PGFL of the conditional process¨ j ¥ is the
product of their individual PGFLs. Thus, for real-valued
functions g defined on Y,

G¨ j¥[g j s1, : : : ,sn] =G¨clutter [g]
nY
i=1

G¨target [g j si]

(42)

where the product is taken equal to one if n= 0.
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The form of G¨target [g j s] is derived from the assump-
tion that a target at s 2 S generates at most one mea-
surement. It is also assumed that a target at s is detected
with probability PD(s) and not detected with probability
1¡PD(s). Then, using (1) directly, the PGFL of target-
originated measurement is a two term sum,

G¨target [g j s] = 1¡PD(s) +PD(s)
Z
Y

g(y)p(y j s)dy
(43)

where p(y j s) is the (assumed known) sensor pdf of the
point measurement y 2 Y given a target at s 2 S. The
clutter PGFL is a PPP on Y with intensity function ¸(y),
so its PGFL is the same form as (2). The measurement

set is the superposition of independent processes, by

Assumption 2. Substituting (43) and the clutter PGFL

into (42) gives

G¨ j¥[g j s1, : : : ,sn]

= exp

·
¡
Z
Y

¸(y)dy+

Z
Y

g(y)¸(y)dy

¸

£
nY
i=1

μ
1¡PD(si)+PD(si)

Z
Y

g(y)p(y j si)dy
¶
:

(44)

In words, (44) says that the measurement set is the out-

come of an insertion/deletion process, or “indel” process

for short, because PPP clutter is randomly inserted and

target-originated measurements are randomly deleted.

Explicit expressions for the pdf of the conditional

process ¨ j ¥ are not needed. These expressions are,

however, very insightful because to write them down

is to enumerate the measurement to target assignments.

Examples are given in the Appendix.

Substituting (42) into (34) gives

G¨¥[g,h] =G¨clutter [g]

1X
n=0

p¥N(n)

Z
Sn

nY
i=1

¡
h(si)G

¨target [g j si]
¢

£p¥XjN(s1, : : : ,sn j n)ds1 ¢ ¢ ¢dsn: (45)

The sum-integral in (45) is equal to the PGFL of the tar-

get process ¥ evaluated at the function h(s)G¨target [g j s].
By assumption, the PGFL of ¥ is a PPP with in-

tensity f¥ and its PGFL is given by (2). Substitut-

ing h(s)G¨target [g j s] into (2), and then substituting the

PGFLs for target (43) and for PPP clutter, yields the

PGFL of the joint process:

G¨¥[g,h] = exp

·
¡
Z
Y

¸(y)dy+

Z
Y

g(y)¸(y)dy

¡
Z
S

f¥(s)ds+

Z
S

h(s)f¥(s)ds

¡
Z
S

h(s)PD(s)f¥(s)ds

+

Z
S

Z
Y

g(y)h(s)p(y j s)PD(s)f¥(s)dyds
¸
:

(46)

Except for clutter, this PGFL is a special case of the

general result (38).

First Summary Statistic–the Target Intensity Function

The intensity function of the Bayes posterior pro-

cess ¥ j¨ = À = (m,y1, : : : ,ym) is obtained by substitut-
ing the functional derivatives of (46) with respect to

impulses at the measurement points y1, : : : ,ym into (29).
The derivative of G¨¥[g,h] with respect to an impulse
at y1 2 Y is
@G¨¥

@y1
[g,h]

=G¨¥[g,h]

½
¸(y1) +

Z
S

h(s)p(y1 j s)PD(s)f¥ (s)ds
¾
:

(47)

The term in braces in (47) does not depend on g(y), so
its functional derivative with respect to an impulse at

y 6= y1 is zero. Thus, for distinct impulses at y1, : : : ,ym
in Y,

@mG¨¥

@y1 ¢ ¢ ¢@ym
[g,h] =

G¨¥[g,h]
mY
i=1

μ
¸(yi)+

Z
S

h(s)p(yi j s)PD(s)f¥(s)ds
¶
:

(48)

The functional derivative of (48) with respect to an

impulse at x 2 S is

@m+1G¨¥

@x@y1 ¢ ¢ ¢@ym
[g,h] =G¨¥[g,h]f¥(x)

μ
1¡PD(x) +PD(x)

Z
Y

g(y)p(y j x)dy
¶

£
mY
i=1

μ
¸(yi)+

Z
S

h(s)p(yi j s)PD(s)f¥(s)ds
¶

+G¨¥[g,h]PD(x)f¥(x)
mX
i=1

p(yi j x)
mY

k=1,k 6=i

μ
¸(yk)+

Z
S

h(s)p(yk j s)PD(s)f¥(s)ds
¶
: (49)
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Substituting g(y) = 0 and h(x) = 1 gives the uncondi-
tional pdf

p¨ (À) =
@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,1]

=G¨¥[0,1]

mY
i=1

μ
¸(yi) +

Z
S

p(yi j s)PD(s)f¥ (s)ds
¶
(50)

and

@m+1G¨¥

@x@y1 ¢ ¢ ¢@ym
[0,1] =G¨¥ [0,1]f¥(x)

(
(1¡PD(x))

mY
i=1

μ
¸(yi) +

Z
S

p(yi j s)PD(s)f¥ (s)ds
¶

+PD(x)

mX
i=1

p(yi j x)
mY

k=1,k 6=i

μ
¸(yk) +

Z
S

p(yk j s)PD(s)f¥(s)ds
¶)

: (51)

Substituting (51) and (50) into (29) gives the intensity

function, that is, the PHD:

f
¥j¨
PHD(x) = f

¥(x)

"
1¡PD(x) +PD(x)

mX
i=1

p(yi j x)
¸(yi) +

R
S p(yi j s)PD(s)f¥(s)ds

#
: (52)

The expected number of targets in S is

N̂PHD(S) =

Z
S

f
¥j¨
PHD(x)dx: (53)

The number N̂PHD(S) is an expectation over the grand
canonical ensemble and is typically not an integer.

Second Summary Statistic–Distribution of Target
Canonical Number
The Bayes posterior target process ¥ j (¨ = À) is a

PPP only for m= 0. This follows from the form of the

PGF of N¥j¨ ,

F
¥j¨
PHD(x) = exp

·
(x¡ 1)

Z
S

(1¡PD(s))f¥(s)ds
¸

£
mY
i=1

¸(yi)+ x
R
S p(yi j s)PD(s)f¥(s)ds

¸(yi) +
R
S p(yi j s)PD(s)f¥(s)ds

(54)

where the product is equal to one for m= 0. This
expression is obtained by substituting (48) into the

general result (30). The PGF (54) is the product of

two PGFs. One is the PGF of the number of clut-

ter points, which is Poisson distributed with meanR
S(1¡PD(s))f¥(s)ds. The other is the PGF of the num-
ber of heads, i.e., targets detected, in a coin tossing ex-

periment. The experiment uses m non-identical coins,

each tossed only once, where the probability of a target

detection for the ith coin is

Pr[target detection j coin i]

=

R
S p(yi j s)PD(s)f¥(s)ds

¸(yi) +
R
S p(yi j s)PD(s)f¥(s)ds

: (55)

The distribution p
¥j¨
N (n) of canonical number is ob-

tained by differentiating F¥j¨ (x) with respect to x. The
mean number of targets is the sum of the means of the

factors in (54), and this is clearly identical to (53).

The PGF (54) of the Bayes canonical number distri-

bution is an immediate consequence of the connection

between PGFs and PGFLs. Nonetheless, it appears to

be new to the PHD literature.

The PHD filter approximates the Bayes posterior

process by a PPP with intensity (52). The PGF of

the Bayes posterior distribution of canonical number is

approximated by the Poisson distribution whose mean

is (53). The mean canonical numbers of the Bayes

posterior process and the PPP approximation are equal,

but the distributions are mismatched.

Post-processing decision procedures estimate the ac-

tual number of targets, decide which measurements cor-

respond to targets and which to clutter, and compute

point estimates and areas of uncertainty (AOUs) for

detected targets. The point estimates are interpreted as

pseudo-MAP estimates of target states, as discussed in

Section 3, and the AOUs are surrogates for error co-

variance matrices. These important topics are outside

the scope of the present paper.

5.2. Endogenous Scattering–the iFilter

An endogenous measurement model is a model of

the spatial distribution of scatterers. It makes no distinc-

tion between scatterers that are targets and those that

are clutter; such distinctions are relegated to a post-

processing classification decision procedure. The pre-

dicted target process ¥ is defined on S+, and its intensity
is given by (40).

To compare the endogenous measurement model to

the standard exogenous model, interpret a scatterer with

state s 2 S as a target in the same state. Scatterers whose
state is Á are clutter-generators in the exogenous model.
Because ¥ is a PPP on S+, more than one point in the
realization » = (n,fs1, : : : ,sng) can be equal to Á. Thus,
the model accommodates a variable number of clutter

128 JOURNAL OF ADVANCES IN INFORMATION FUSION VOL. 8, NO. 2 DECEMBER 2013



points by varying the number of scatterers with state Á.
Assumptions 1—3 above are modified as follows:

10. The scattering process ¥ is a PPP on S+ = S [Á
with intensity function f¥(s), s 2 S+, where the state Á
is assigned to scatterers whose state s 2 S is unknown.
20. Conditioned on the scattering event ¥ = » =

(n,fs1, : : : ,sng), the measurement process is the super-
position of n mutually independent identical scatterer-
originated measurement processes.

30. No scatterer generates more than one measure-
ment in the space Y.

The third assumption says that a scatterer-originated

process generates at most one measurement regardless

of the scatterer state. It leads to the two term expres-

sion (57) below. The scatterer-originated measurement

processes in the second assumption are finite point pro-

cesses on Y. It leads to the factorization (58) below.

Bivariate PGFL for the iFilter

The Markovian transition model that determines the

predicted intensity on S+ is an essential ingredient of the
ability of the iFilter to distinguish between scatterers in

state s 2 S and those in state Á. Transition models on
S+ incorporate within themselves models for initiation
and termination of tracks; however, the details are not

discussed in this paper to focus attention on the PGFL

aspects of the point process theory. It is also necessary

that the temporal stability of measurements from scatter-

ers in state s 2 S (i.e., the targets) be greater than that of
measurements from scatterers in state Á (i.e., the clutter).
This depends on the character of the data. For further

discussion of iFilters and an application to real data, see

[12] and [13].

The sensor likelihood function p(y j s), detection
probability PD(s), and intensity function f¥(s) are ex-
tended from S to S+. The density p(y j Á) is interpreted
as the pdf of y given that it arises from a scatterer with

state Á; the probability of detection PD(Á) is the proba-
bility that a scatterer with state Á generates a measure-
ment; and the intensity f¥(Á) is the expected number
of scatterers with state Á. The number f¥(Á) is dimen-
sionless. Integrals over S+ are defined for real-valued
functions h(s), s 2 S+, byZ

S+
h(s)ds´ h(Á) +

Z
S

h(s)ds: (56)

This definition is used in the PGFL. Functional deriva-

tives extend to the space S+ by defining the Dirac

delta function so that ±Á(Á) = 1 and ±x(Á) = ±Á(s) = 0 for
s,x 2 S. Repeated functional derivatives with respect to
impulses at Á are used to show that the PGFL charac-

terizes the point process; however, as will be seen, the

iFilter requires only one such derivative. Further details

are straightforward and are omitted.

Detected scatterers contribute measurements to the

measurement set, but undetected scatterers do not. The

PGFL of a scatterer is

G¨scatter [g j s] = 1¡PD(s)+PD(s)
Z
Y

g(y)p(y j s)dy,

s 2 S+ (57)

an expression identical to (43) except that it holds on

S+. The PGFL of the measurement set is, from the

conditional independence assumptions,

G¨ j¥[g j s1, : : : ,sn]

=

nY
i=1

μ
1¡PD(si) +PD(si)

Z
Y

g(y)p(y j si)dy
¶
:

(58)

A separate clutter model is not used because such points

are modeled as scatterers whose state is Á 2 S+. The
joint PGFL is obtained using the conditional process

(58) in the same manner as before (see (45)). The

result is

G¨¥[g,h] = exp

·
¡
Z
S+
f¥(s)ds+

Z
S+
h(s)f¥ (s)ds

¡
Z
S+
h(s)PD(s)f¥(s)ds

+

Z
S+

Z
Y

g(y)h(s)p(y j s)PD(s)f¥(s)dyds
¸
:

(59)

The PGFLs (59) and (46) fully characterize the similar-

ities and differences between the scattering and clutter

models, respectively.

First Summary Statistic–the Scatterer Intensity Function

The derivatives are

@mG¨¥

@y1 ¢ ¢ ¢@ym
[0,h]

=G¨¥[0,h]
mY
i=1

Z
S+
h(s)p(yi j s)PD(s)f¥(s)ds

(60)
and

@m+1G¨¥

@x@y1 ¢ ¢ ¢@ym
[0,h]

=G¨¥[0,h]f¥(x)(1¡PD(x))

£
mY
i=1

Z
S+
h(s)p(yi j s)PD(s)f¥(s)ds

+G¨¥[0,h]PD(x)f¥(x)
mX
i=1

p(yi j x)

£
mY

k=1,k 6=i

Z
S+
h(s)p(yk j s)PD(s)f¥(s)ds:

(61)
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The intensity function of the iFilter is the ratio of (61)

to (60) evaluated at h(s) = 1:

f
¥j¨
iFilter(x) = f

¥(x)

"
1¡PD(x)+PD(x)

mX
i=1

p(yi j x)R
S+ p(yi j s)PD(s)f¥(s)ds

#

= f¥(x)

"
1¡PD(x)+PD(x)

mX
i=1

p(yi j x)
ˆ̧ (yi)+

R
S p(yi j s)PD(s)f¥(s)ds

#
(62)

where, for any y 2 Y,
ˆ̧ (y) = p(y j Á)PD(Á)f¥(Á) (63)

is the estimated measurement intensity at y 2 Y due to
scatterers with state Á. Since (62) holds for x 2 S+, the
updated intensity f

¥j¨
iFilter(Á) is (62) evaluated for x= Á.

The likelihood function can be chosen so that the

posterior intensity ˆ̧ (y) matches the specified exoge-
nous clutter intensity ¸(y). In addition to the parame-
ter choices made in (41), let the detection probability

be PD(Á) = 1 and define p(y j Á) = ¸(y)=¸. From (41),

the predicted intensity is f¥(Á) =ª (Á j Á)f¥¡(Á) = ¸,
so that ˆ̧ (y) = ¸(y).

Second Summary Statistic–the Scatterer Canonical
Distribution

The canonical number is the number of scatterers

in all of S+. Note that the count necessarily includes
scatterers with state Á. The PGF of the canonical number
is, using (60) and (30),

F
¥j¨
iFilter(x) = x

m exp

·
(x¡ 1)

Z
S+
(1¡PD(s))f¥(s)ds

¸
= xm exp

£
(x¡ 1)(1¡PD(Á))f¥(Á)¤

£ exp
·
(x¡ 1)

Z
S

(1¡PD(s))f¥(s)ds
¸
:

(64)

This PGF is the product of the PGFs of three mutu-

ally independent scattering processes. One is due to

the endogenous measurement model and generates ex-

actly m scatterers. The others are Poisson distributed

and correspond to scatterers in state Á and to scat-

terers with states in S, with expected canonical num-
bers (1¡PD(Á))f¥(Á) and R

S(1¡PD(s))f¥(s)ds, re-
spectively. The latter PGF is the first factor in (54).

The expected number of scatterers in the Bayes

posterior process is

N̂iFilter(S
+) =

Z
S+
f
¥j¨
iFilter(x)dx= f

¥j¨
iFilter(Á)+ N̂iFilter(S)

(65)

where

N̂iFilter(S) =

Z
S

f
¥j¨
iFilter(x)dx (66)

is the expected number of scatterers with states in S. The
iFilter estimate (66) is similar to the PHD estimate (53).

The distribution of the number of scatterers in S (i.e.,
targets) is conditioned on the number of scatterers with

state Á. This topic is the subject of on-going work [2]
and is outside the scope of the present paper. Practical

experience to date [12, 13] shows that the iFilter has

excellent performance.

An alternative derivation of the iFilter can be based

on the PGFLs of the detected and undetected scatterer

processes. These processes are thinned versions of the

parent process ¥, where the thinning function is the
probability of detection PD(s). Under the PPP assump-
tion for ¥, they are also mutually independent, not con-
ditionally independent. The derivation is similar to the

one just given and is omitted.

6. CONCLUDING REMARKS
Finite point process models are excellent models for

sensor measurement sets in many traditional applica-

tions involving point targets whose measurements are

superimposed with clutter. In contrast, they are only

approximate models for multitarget state. Accepting the

point process model for the multitarget state as a given,

the PHD filter and iFilter are good applications of the

PGFL approach.

The PGFL approach is seen to provide a common

language to clarify the similarities and differences be-

tween the clutter and target models used in the PHD

filter and the iFilter. Approximations and other issues

seem to preclude using PGFLs directly as a basis for

comparing tracking performance. In any event, such

comparisons are outside the scope of the present paper.

Both the exogenous clutter model and the endoge-

nous scattering model lead to enumerations of measure-

ments to targets. Although the technical details differ

somewhat between the PHD filter and iFilter, manip-

ulating the required enumerations is facilitated by the

PGFL approach.

By-passing explicit enumerations in the Bayes pos-

terior process can sometimes obscure salient features

of the problem, features that can make direct meth-

ods worthwhile. For example, the iFilter is derived

in [15] for the scattering model by a direct Bayesian

method without resorting to the PGFL. This alternative
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derivation–not given here–illuminates several aspects

of the PGFL method and how it works.

Enumerations of measurement to target assignments

are encoded in the PGFL of the measurement-target

process. An excellent example is the way in which the

PGFL of the general Bayes posterior process is written

as a ratio of functional derivatives of the joint PGFL.

The functional derivatives of the PGFL of the Bayes

posterior process decode the probability structure. When

the functional derivatives are of high computational

complexity, the utility of the PGFL approach is severely

limited. Examples of this limitation–not discussed in

this paper–are extended targets and the target-centric

multisensor PHD filter and iFilter.

Finally, the PGFL approach may suggest alternative

problems of independent interest. One example is a

traffic process [18] that counts sensor target detections,

not the targets themselves. Its computational complexity

is linear in the number of sensors.

APPENDIX. ASSIGNMENT ENUMERATION IN THE
PHD FILTER

For n= 0, no targets are present and (44) reduces
to the PGFL of clutter. When the sensor reports no

measurements, À = (0,Ø) and

p¨ j¥(À = (0,Ø) j » = (n,fs1, : : : ,sng))

=G¨ j¥[0 j »] = e¡
R
Y
¸(y)dy

nY
i=1

(1¡PD(si)):

(67)

This is the probability that the realizations of the clutter

process and the n target processes contain no points.
Explicit expressions of p¨ j¥(À j ») for events À =

(m,fy1, : : : ,ymg), m¸ 1, are found by functional differ-
entiation of (44) with respect to impulses at the (dis-

tinct) points y1, : : : ,ym. Functional differentiation masks
enumerations of measurement to target. For m= 1,

p¨ j¥(À = (1,fy1g) j » = (n,fs1, : : : ,sng))

=
@G¨ j¥

@y1
[0 j »]

= e
¡
R
Y
¸(y)dy

¸(y1)

nY
i=1

(1¡PD(si))

+ e
¡
R
Y
¸(y)dy

nX
i=1

PD(si)p(y1 j si)
nY

k=1,k 6=i
(1¡PD(si)):

(68)

In words, (68) is the probability that y1 is produced
either by 1) the clutter process and all n target processes
are undetected or by 2) exactly one of the n target
processes and there is no clutter.

The functional derivatives of the PGFL for m¸ 2
are expressions that sum over all assignments of m
measurements to n targets that are consistent with the

constraint of “at most one measurement per target per

scan.” Details are omitted.

REFERENCES

[1] K. B. Athreya and P. E. Ney

Branching Processes.

Berlin: Springer-Verlag, 1972 (Republished by Mineola,

NY: Dover, 2004).

[2] Ö. Bozdogan, R. Streit, and M. Efe

Palm intensity for track extraction.

In preparation.

[3] X. Chen, R. Tharamrasa, T. Kirubarajan, and M. Pelletier

Integrated clutter estimation and target tracking using Pois-

son point process.

SPIE vol. 7445, 2009.

[4] D. J. Daley and D. Vere-Jones

An Introduction to the Theory of Point Processes, Vol. I:

Elementary Theory and Methods.

NY: Springer, 1988 (Second Ed., 2003).

[5] D. J. Daley and D. Vere-Jones

An Introduction to the Theory of Point Processes, Vol. II:

General Theory and Structure.

NY: Springer, 1988 (Second Ed., 2008).

[6] T. E. Harris

The Theory of Branching Processes.

Berlin: Springer-Verlag, 1963.

[7] G. E. Kopec

Formant tracking using hidden Markov models and vector

quantization.

IEEE Transactions on Acoustics, Speech, and Signal Process-

ing, 34 (1986), 709—729.

[8] R. P. S. Mahler

A theoretical foundation for the Stein-Winter probability

hypothesis density (PHD) multitarget tracking approach.

In Proceedings of the MSS National Symposium on Sensor

and Data Fusion, vol. 1, 2000, 99—117.

[9] R. P. S. Mahler

Multitarget Bayes filtering via first-order multitarget mo-

ments.

IEEE Transactions Aerospace and Electronic Systems, 39

(2003), 1152—1178.

[10] R. P. S. Mahler

Statistical Multisource-Multitarget Information Fusion.

Boston: Artech House, 2007.

[11] J. E. Moyal

The general theory of stochastic population processes.

Acta Mathematica, 108 (1962), 1—31.

[12] M. Schikora, W. Koch, R. Streit, and D. Cremers

Sequential Monte Carlo method for the iFilter.

In Proceedings of the Fourteenth International Conference

on Information Fusion, June 2011.

[13] M. Schikora, W. Koch, R. Streit, and D. Cremers

A sequential Monte Carlo method for multi-target tracking

with the intensity filter.

Chapter 3 in: Advances in Intelligent Signal Processing

and Data Mining: Theory and Applications, P. Georgieva,

L. Mihaylova, L. Jain (Eds.): Springer, 2012.

[14] M. C. Stein and C. L. Winter

An additive theory of probabilistic evidence accrual.

Los Alamos National Laboratory, Report LA-UR-93-3336,

1993.

[15] R. L. Streit and L. D. Stone

Bayes derivation of multitarget intensity filters.

In Proceedings of the Eleventh International Conference on

Information Fusion, June 2008.

[16] R. L. Streit

Poisson Point Processes–Imaging, Tracking, and Sensing.

NY: Springer, 2010.

THE PROBABILITY GENERATING FUNCTIONAL FOR FINITE POINT PROCESSES 131



[17] R. L. Streit

PHD intensity filtering is one step of an EM algorithm for

positron emission tomography.

In Proceedings of the Twelfth International Conference on

Information Fusion, July 2009.

Roy Streit received a Ph.D. in mathematics in 1978 from the University of Rhode

Island. He is currently a senior scientist at Metron in Reston, VA. His research

interests include multi-target tracking, multi-sensor data fusion, distributed sys-

tems, medical imaging, and signal processing, as well as statistical methods for

pharmacovigilance and business analytics. Prior to joining Metron in 2005, he was

a senior scientist in the Senior Executive Service at the Naval Undersea Warfare

Center in Newport, RI, working primarily on the development, evaluation and ap-

plication of multi-sensor data fusion algorithms in support of submarine sonar and

combat control automation. He was an exchange scientist at the Defence Science

and Technology Organisation (DSTO) in Adelaide, Australia, from 1987—1989. In

1999, he received the Solberg Award from the American Society of Naval Engineers

for contributions to naval engineering through personal research, and in 2001 the

Department of the Navy Superior Civilian Achievement Award. From 1996 to 2005

he served on the Sonar Technology Panel (Panel 9) of The Technical Cooperation

Program (TTCP), a multinational governmental organization supporting scientific

information exchange between member nations. He was President of the Interna-

tional Society for Information Fusion (ISIF) in 2012, and he continues to serve on

the ISIF Board of Directors.

Dr. Streit is a Fellow of the IEEE. He is the author of Poisson Point Processes:

Imaging, Tracking, and Sensing, published by Springer in 2010. It was translated

into Chinese and published by Science Press, Beijing, in 2013. He has published

papers in over a dozen refereed technical journals, and given numerous invited and

contributed papers at international conferences and workshops. He holds nine U.S.

patents. He is a professor (adjunct) in the Department of Electrical and Computer

Engineering at the University of Massachusetts—Dartmouth. He was a visiting

scientist at Yale University from 1982—1984, and a visiting scholar at Stanford

University from 1981—1982. He is currently an adjunct affiliate consultant with

SUCCEED Educational Consultancy based in Rhode Island.

[18] R. L. Streit

Multisensor traffic mapping filters.

In Proceedings of the Workshop on Sensor Data Fusion, Sept.

4—6, 2012.

132 JOURNAL OF ADVANCES IN INFORMATION FUSION VOL. 8, NO. 2 DECEMBER 2013



Establishment of Human
Performance Baseline for
Image Fusion Algorithms in
the LWIR and SWIR Spectra

CHRISTOPHER HOWELL
STEVE MOYER

This research is complementary to research presented in “Es-

tablishment of Human Performance Baseline for Image Fusion Al-

gorithms in the LWIR and MWIR Spectra” by Moyer and Howell

in which we established a baseline performance candidate for image

fusion comparison by investigating the impact of different display

formats on the probability of identification, P(ID), performance of a

human observer. We advance this line of research by measuring the

inherent ability of the human observer to perform an identification

task using source band imagery, long-wave (LW) infrared and short-

wave (SW) infrared that was not algorithmically fused prior to hu-

man observation. A multi-part experiment was conducted where

human observers were asked to identify displayed military targets

using a standard set of tracked military vehicles. The observers

performed the identification (ID) visual discrimination task using

source band imagery concatenated or presented side-by-side on a

single monitor, temporally interlaced source band imagery on a sin-

gle monitor. Observers’ performances using source band imagery

fused with the superposition fusion algorithm was also included as

a reference because it is a well understood algorithm and shares

an assumed similarity with the temporal interlaced display format.

This research proposes that a forced choice human perception ex-

periment is a more meaningful evaluation of an image fusion al-

gorithm’s performance, specifically when the application of the al-

gorithm is for dimensionality reduction to a single image designed

for human observation. The results from this research indentify a

clear performance baseline when assessing human observer P(ID)

performance employing an image fusion algorithm.
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1. INTRODUCTION

The performance benchmark process for discrimi-

nating between image fusion algorithms presented by

Howell [3] and again by Moyer and Howell [6] estab-

lishes a performance goal for any aggregate function

merging the source band imagery under investigation.

It was reported by Moyer and Howell, in “Establish-

ment of Human Performance Baseline for Image Fu-

sion Algorithms in the LWIR and MWIR Spectra,” that

increased P(ID) performances could be realized depen-

dent upon how the source band information was pre-

sented. In that work, human observers were asked to

identify displayed targets using a standard set of tracked

military vehicles. The observers performed the ID tasks

using LW and MW source band imagery concatenated

on a single monitor, presented side by side on a single

monitor, temporally interlaced source band imagery on

a single monitor, and source band imagery presented

to each eye of the observer in parallel. The research

presented in this paper explored the impact dissimilar

source band information had on the observer’s ability

to identify targets without the aid of image fusion al-

gorithms. The spectral bands under consideration for

this effort were the LW and SW spectral bands. It was

hypothesized that the different display techniques using

dissimilar source spectral band information would better

allow the observers to choose the portions of the source

band images they needed to perform the visual discrimi-

nation task of identification above that achievable using

the fused superposition images. It was determined af-

ter comparing the observers P(ID) performances using

the superposition fused images to the resultant P(ID)s’

using these display techniques, that the performances

using the superposition fused images were well be-

low that which was achieved by the observers bench-

mark source band performance. Allowing the observer

to view spectral source band imagery in different dis-

play formats without the aid of image fusion algorithms,

which we refer to as “self-fusion,” allows the experi-

menter to establish an absolute benchmark for discrim-

inating between image fusion algorithm performances.

It was our intent to perform a mirror analysis of the

research performed in Moyer and Howell [6] using LW

and SW imagery; however the experiment where LW

and SW source band imagery was presented to each

eye of the observer in parallel could not be completed

due to the effects of binocular rivalry [1] caused by the

competing information presented in each eye indepen-

dently. The remaining experiments performed using the

LW and MW imagery were repeated in this work using

LW and SW imagery.

This paper is outlined as follows: a background sec-

tion describes some common approaches to image fu-

sion along with some common image quality metrics

and their shortcomings regarding predicting human task
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performance; a section describing the imagery and ex-

perimental set-ups used in this study followed by a sec-

tion showing the results of each experiment and a sec-

tion discussing the results; followed by a summary of

the conclusions.

2. BACKGROUND

Many military operations require soldiers to perform

visual discrimination tasks, such as detection, recogni-

tion and identification (DRI) of targets. These tasks are

conducted in a wide range of environments and in both

daytime and nighttime settings. Information apparent in

one spectral band might not be present in another. To

this end, the military continuously seeks to improve its

imaging capabilities for both day and night operations.

As a result, many methods and practices have been em-

ployed to assess image fusion algorithm performances

with hopes of improving DRI tasks performance [2, 5,

and 9]. Combining multi-sensor data onto a single dis-

play or into a single image supports the need to provide

each soldier or end user with as much relevant and high

quality information in the most efficient manner pos-

sible.

In general, image fusion techniques can be cat-

egorized into three categories or levels: pixel level

fusion, feature level fusion and decision level fusion

[4]. Pixel level fusion requires an algorithm to first reg-

ister the source band imagery before combining their

information on a pixel-by-pixel basis. Feature level fu-

sion requires fusion of features extracted from the im-

ages such as edges or textures to obtain new feature

sets. Decision level fusion requires an initial judgment

be made on extracted features of a target from multi-

ple sensors and then renders a decision based on the

aggregate result whether or not the correct target was

identified. Several factors exist that complicate image

fusion algorithm assessments, including but not limited

to: a lack of proper registration between the source im-

ages; the non-linearity with which many image fusion

algorithms operate on image data; the absence of an

available reference image; and often large disparities

exist between spectral bands being fused, types of back-

grounds, the target sets and scenes used in comparison

studies reported throughout the literature. Because of

diverse image characteristics coupled with the lack of

a standardized image database, it is a difficult task to

identify common requirements and capabilities of image

fusion algorithm performance. However, there are three

fundamental requirements that should be achieved by

any fusion algorithm: (1) the fusion algorithm should

preserve as much of the salient information in the source

images as possible; (2) the fusion algorithm should not

generate artifacts that affect the human observer’s abil-

ity to perform the task; and (3) the fusion algorithm

must be tolerant of imperfections in the source imagery

such as noise or improper registration.

Taking into account the fundamental requirements

for all fusion algorithms, it seems reasonable then to

approach the assessment of image fusion quality by:

(1) evaluating the transfer of relevant information con-

tent from the spectral source band images to the fused

images; (2) quantifying how much degradation or ar-

tifacts can exist before human performance is affected.

Traditionally, image quality metrics are applied to fused

imagery to discriminate between algorithms based on

comparisons with other algorithms. The research in this

paper places more emphasis on the “self-fusion” per-

formance capability of the human. This “self-fusion”

measurement provides an appropriate baseline to com-

pare human task performance using image fusion algo-

rithms. Understanding the human’s performance capac-

ity to exploit spectral source band images without the

aid of a computer algorithm will ultimately contribute

to understanding the relationship between measures of

image quality and measures of task performance. Truly

understanding the impact of “self-fusion” is necessary

to make the best cost decisions and identify the best

direction for future image fusion research.

3. DESCRIPTION OF IMAGES AND EXPERIMENTS

The target set used in this study was a standard set

of tracked military vehicles referred to as the “8-target

set.” The “8-target set” was constructed, based on a

history of research [8], so that certain vehicles were

highly similar to other vehicles while at the same time

subsets of vehicles still had distinct characteristics. As

a review, the target set consists of the 2S3 and M109

self-propelled artillery pieces, the BMP, M113, and M2

armoured personnel carriers, and the M60, T-62 and T-

72 main battle tanks. All observers were trained using

the recognition of combatant vehicles (ROC-V) training

package [7]. Prior to participating in the perception

experiments each observer needed to obtain a 96%

probability of correctly identifying the eight previously

named vehicles at different aspects in both the reflective

and emissive wavebands.

Figure 1 shows a sample of the imagery used in

the experiments reported in this paper. The long-wave

(LW) infrared and short-wave (SW) infrared spectral

signatures for the targets in the scenes appear to be

very different and one can immediately see significant

differences exist between them. The source spectral

bands shown in Figure 1 were selected specifically

to test how human observers processed fused imagery

from complementary sources.

Figure 2 shows a snapshot of one particular target

imaged at its 3 different aspects and all the respective

test ranges. The test ranges were distributed between

100 m and 2 km and all targets were imaged at each

range. However, publishing specific information regard-

ing the sensors used in this study is prohibited; as a

result only relative ranges are reported throughout this

134 JOURNAL OF ADVANCES IN INFORMATION FUSION VOL. 8, NO. 2 DECEMBER 2013



Fig. 1. Sample test imagery: Eight different targets; Two different spectral bands; One range; LW targets top row; SW targets bottom row.

Fig. 2. Single target; three different aspects; five different ranges.

paper. The interested reader should contact the corre-

sponding author to request a copy of the experimental

imagery.

3.1. Side-by-side Imagery

Images were concatenated so that each image ren-

dered on the computer display was the height of each

source band image but twice the width of each original

image, as shown in Figure 3.

This experiment was designed as an 8-alternative

forced choice (8-AFC) experiment to test the human

observers’ ability to identify targets in each source band

image as a concatenated image and then a spectral

combination of LW as the left image and SW as the

right image. The only time a LW image appeared as the

right image was when both images were LW. This was

necessary to reduce the size of the experiment, and it

was believed that any biases related to testing the SW

imagery only on the right would have minimum impact.

The imagery was grouped by range into experimen-

tal cells. When the imagery was presented for the ex-

periment, the experimental cells in the experiment were

randomized and the images in each experimental cell

were also randomized. This ensured that no observers

saw the images in the same order.

3.2. Temporally Interlaced Imagery

Source band images were written as individual fields

of a movie frame. The movie was played with a field

rate of 30 Hz which produced a frame rate of 15 Hz.

This simulated a progressive scanned display. Each

movie was looped until the observer made a selection.

As mentioned in the target set section these images

were spatially registered to ensure that no additional

blur was added when the movie was viewed. This ex-

periment was designed as an 8-AFC experiment to test

each source band image as a 2-field movie. A spectral

combination of LW and SW was produced as the other

Fig. 3. Example of a concatenated image used in side-by-side

experiment, LW image on left and SW image on right.

2-field movie. The movies were grouped by range into

experimental cells. When the movies were presented for

the experiment, the experimental cells were randomized

and the movies in each experimental cell were also ran-

domized. This ensured that no observers saw the same

sequence of movies at any range or even the same se-

quence of ranges. While the movies were being played,

there was discernible flickering between the images of

the different spectral source bands.

3.3. Algorithm Fused Imagery

This experiment was also designed as an 8-AFC

experiment to test each spectral source band image as an

algorithmically fused image. The imagery was grouped

by range into experimental cells. When the imagery was

presented for the experiment, the experimental cells in

the experiment were randomized and the images in each

experimental cell were also randomized. This ensured

that no observers saw the same sequence of images or

ranges.

Each image was shown at its native format. How-

ever, each image was either a spectral source band im-

age or an image fused using the super position algorithm

with a ratio of 0.5. This fusion algorithm was chosen

because it is well understood, easily implemented and

shares an assumed similarity with the temporal inter-

laced display format. Additionally, in order to account

for experimental variances regarding future image fu-

sion studies, the superposition algorithm results pre-

sented in this work can be used as a normalization fac-

tor, thereby providing clear performance comparisons

between future algorithm research and this research.

4. EXPERIMENTAL RESULTS

In each experiment, each observer’s ID performance

was calculated for the experiment. This performance

probability was corrected for the probability of guessing
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Fig. 4. Experimental results of concatenated (side-by-side) LW and

SW spectral images. Error bars are one standard deviation from the

mean normalized to the square root of the observer population.

the correct answer according to the following relation-

ship

PC =
PM ¡

¡
1
8

¢¡
7
8

¢ (1)

where PM is the measured probability of the observer’s
response and 1/8 is the probability of guessing the cor-

rect answer for an 8-AFC experiment. These probabil-

ities were then ordered and two statistical tests were

performed to test each observer’s performance relative

to the distribution of the ensemble. The first test was

an inter-quartile distance test. If any observer’s perfor-

mance was less than three times the distance from the

first quartile to the median, those observer’s results were

removed from the data set for the entire experiment. If

any observer’s performance was more than three times

the distance from the median to the third quartile, those

observers’ results were removed from the data set for

the entire experiment. The second statistical test was

Chavenault’s criterion. Since Chavenault’s criterion as-

sumes that measurements follow a Normal distribution,

it is sensitive to the distribution of the data. An inter-

quartile test based on the median value and the distance

between the first and third inter-quartile to the median

makes no assumptions on the distribution of the data and

was found to be more useful initially to find outlying

observer results. If an observer result was rejected by

either test, that observer result was removed from any

further analysis.

4.1. Side-by-side Experiment Results

Twenty-three observers participated in the experi-

ment and five observers were removed because their

overall results in the experiment were rejected as out-

liers by the previously mentioned statistical tests. The

observer responses were then averaged over all images

at each specific range for each waveband combination.

These probabilities were then corrected for guessing us-

ing the same algorithm discussed earlier. The experi-

mental results of the remaining eighteen observers are

shown in Figure 4.

Fig. 5. Benchmark performance results of concatenated

(side-by-side) LW and SW spectral images. Error bars are one

standard deviation from the mean normalized to the square root of

the observer population.

As may be seen in Figure 4, there are only 2 oc-

currences in which the average values differ by more

than the standard error. LW-SW imagery outperformed

both the LW-LW and SW-SW images at Range 3 and

SW-SW underperformed both the LW-LW and LW-SW

imagery at Range 4. The results using the LW-SW

images show that the observers effectively used the

available source band information as needed when mak-

ing their decisions. This is evident by observing that

the LW-SW curve tracks the better performing source

band across range. This is an important characteristic

that any image fusion algorithm should obtain if the

intent is to judge how it affects task performance. This

characteristic, the best combined spectral source band

performance achievable, is referred to as benchmark-

ing performance [3] and can be calculated by recording

when the observer correctly identified the target using

either spectral image. A performance benchmark indi-

cates the optimal level of performance capability based

on the fact that the information present in both source

bands is the same across image fusion techniques; with

differences being attributed to how the information is

merged. The benchmark source band ID performance

for the side-by-side LW and SW experiment is shown

in Figure 5.

The benchmark source band performance was cal-

culated from the LW-LW and SW-SW images. If the

observer responded with the correct answer for a target

and aspect in either spectral source band, then the image

was graded as correct even if the observer recorded an

incorrect answer in the other spectral band. A subtle but

important point should be noted that range 4 produced

the worst performance in the SW-SW performance with

a 0.06 probability, yet the benchmark performance at

range 4 is 0.06 greater than the better performing LW-

LW source band. Therefore, the few images that were

correctly identified in the SW-SW case were those

vehicles and aspects that were incorrectly identified in

the LW-LW source band. This subtlety of the data is a

result that is missed if we assume that the observer is

not allowed to select between different source bands
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Fig. 6. Comparison of concatenated (side-by-side) LW-SW

performance to individual source band performance.

and must choose only a source band image (LW or

SW) or the fused image. A possible explanation for the

degraded performance in the concatenated LW-SW

imagery is that the observers may have cued exclusively

onto one spectral image even though both were avail-

able. In order to test this explanation we can compare

the LW-SW results to both the LW-LW and SW-SW

results. These comparisons are shown as Figure 6.

As may be seen in Figure 6, LW-SW results are al-

most identical to the LW-LW results. In fact the cor-

relation coefficient between these data sets is 0.9522,

whereas the correlation coefficient between the LW-SW

and SW-SW results is 0.8991. As in the LW-MW ex-

periment, the LW-SW results are more like the LW-LW

results than the SW-SW results, implying that the ob-

servers made more targeting decisions using the LWIR

spectral image when both spectral images were present.

This effect might be addressed in better training for this

display format.

4.2. Temporally Interlaced Imagery Experiment Results

Twenty-three observers participated in the experi-

ment and five observers were removed because their

overall results in the experiment were rejected as out-

liers by either an inter-quartile distance test or Chave-

nault’s criterion. The experimental results of the remain-

ing eighteen observers are shown in Figure 7.

Figure 7 shows there is one occurrence in which

the averages were separated by more than the standard

Fig. 7. Experimental results of LW and SW spectral 2-field

movies. Error bars are one standard deviation from the mean

normalized to the square root of the observer population.

Fig. 8. Benchmark performance results of LW and SW spectral

2-field movies. Error bars are one standard deviation from the mean

normalized to the square root of the observer population.

error of the data. Range 4 LW-SW outperformed SW-

SW and the LW-LW data outperformed the other two.

For all other ranges, observers performed equally well

on all movies regardless of spectral content. The re-

sults using the LW-SW images show that the observers

effectively used the available source band information

as needed when making their decisions. This is evident

by observing that the LW-SW curve tracks the better

performing source band across range. This is an im-

portant characteristic that any image fusion algorithm

should obtain if the intent is to judge how it affects task

performance. However, if either source band spectral

image is available to the observer and viewed at will

by the observer, the benchmark performance achievable

for this experiment is shown in Figure 8.

As in the previous experiment, the calculated bench-

mark source band performance was calculated from the

LW-LW and SW-SW movies. If the observer responded

with the correct answer for a target and aspect in either

spectral source band, then the movie was graded as cor-

rect even if the observer recorded an incorrect answer

in the other spectral band. A possible explanation for

the degraded performance in the LW-SW movie is that

the spectral image least useful to the observer may have

masked or diminished the spectral information in the
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TABLE 1

Comparison of observer performance between the different display formats while viewing only LW source band imagery. Avg. is the average

probability of identification P(ID) of all observers and §Error is the standard error for each P(ID).

LW Range

Display Type 1 2 3 4 5

Avg. §Error Avg. §Error Avg. §Error Avg. §Error Avg. §Error
Side-by-Side 0.728 0.030 0.575 0.027 0.442 0.037 0.420 0.036 0.278 0.037

Temporal Interlace 0.778 0.026 0.644 0.030 0.553 0.033 0.466 0.035 0.257 0.024

Algorithm Fused 0.730 0.054 0.448 0.046 0.405 0.046 0.325 0.046

Fig. 9. Experimental results for the LW-SW superposition

algorithm fused imagery. The error bars are one standard deviation

from the mean normalized to the square root of the observer

population.

resulting movie. This effect cannot be addressed with

training as it is an artifact of the display format.

4.3. Algorithm Fused Image Experimental Results

Fifteen observers participated in this experiment and

two of them were removed as outliers. The remaining

thirteen observer responses were then averaged over all

images at each specific range for each waveband combi-

nation. Range 5 was omitted from this experiment. The

probabilities were corrected for guessing as described

previously, Equation 1, and the results are shown in

Figure 9.

Figure 9 shows the LW and SW images are never

separated further than the standard error at ranges 1

and 2. However, at range 3 SW outperforms LW and

at range 4 LW outperforms SW. The LW-SW super-

position fused imagery performed as well as the best

performing source band spectral images within the stan-

dard error of the data sets. This was not the case in the

LW-MW superposition experiment, where the LW-MW

superposition fused imagery underperformed both spec-

tral source bands greater than can be accounted for by

the standard error in the data sets. When the source band

information was similar (LW-MW) the superposition al-

gorithm degraded the source band information enough

that task performance suffered; in comparison, when the

source bands contain different information (LW-SW)

Fig. 10. Benchmark performance results for the LW-SW

superposition algorithm fused imagery. The error bars are one

standard deviation from the mean normalized to the square root of

the observer population.

about the same scene the superposition algorithm re-

tained enough source band information such that task

performance did not suffer.

Figure 10 shows the calculated benchmark source

band performance obtained using the LW and SW im-

ages. If the observer responded with the correct answer

for a target and aspect in either spectral source band,

then the image was graded as correct even if the ob-

server recorded an incorrect answer in the other spec-

tral band. A possible explanation for the degraded per-

formance in the LW-SW algorithm case is that the su-

perposition algorithm may have masked or diminished

the spectral information provided by the spectral image

most useful to the observer. This effect cannot be ad-

dressed with training as it is an artifact of the algorithm.

5. COMPARISON OF EXPERIMENTS

In order to draw wider ranging conclusions, it was

important to assess if the display format contributed to

differences in performance. As a first order analysis,

a direct comparison of observer responses for each

display format when viewing single spectral source

band images will be done followed by a comparison of

performance between the display formats with mixed

spectral image content.

Table 1 shows a comparison between the average

observer performances using only LW images at each

of the five ranges for each display format.
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TABLE 2

Comparison of observers’ LW P(ID) performance between the

various display formats for each range which exceeded the standard

error for the data set. (+) column exceeds row, (¡) row exceeds
column, (X) no comparison.

LW Side-by-Side Temporal Interlace

Temporal Interlace ¡0:012 R2 X

¡0:041 R3
Algorithm +0:054 R2 +0:120 R2

+0:013 R4 +0:069 R3

+0:060 R4

TABLE 3

Comparison of observer performance between the different display formats while viewing only SW source band imagery. Avg. is the average

probability of identification P(ID) of all observers and §Error is the standard error for each P(ID).

SW Range

Display Type 1 2 3 4 5

Avg. §Error Avg. §Error Avg. §Error Avg. §Error Avg. §Error
Side-by-Side 0.725 0.032 0.561 0.031 0.484 0.033 0.061 0.032 0.204 0.035

Temporal Interlace 0.783 0.032 0.616 0.045 0.585 0.025 0.132 0.029 0.220 0.022

Algorithm Fused 0.762 0.048 0.500 0.053 0.496 0.044 0.095 0.027

TABLE 4

Comparison of observers’ SW P(ID) performance between the

various display formats for each range which exceeded the standard

error for the data set. (+) column exceeds row, (¡) row exceeds
column, (X) no comparison, (ND) no statistically significant

difference for all ranges.

SW Side-by-Side Temporal Interlace

Temporal Interlace ¡0:043 R3 X

¡0:010 R4
Algorithm ND +0:018 R2

+0:020 R3

TABLE 5

Comparison of observer’s benchmark source band performance between the different display formats.

Benchmark Range

Display Type 1 2 3 4 5

Avg. §Error Avg. §Error Avg. §Error Avg. §Error Avg. §Error
Side-by-Side 0.852 0.020 0.741 0.019 0.654 0.029 0.492 0.034 0.434 0.042

Temporal Interlace 0.892 0.021 0.793 0.027 0.725 0.027 0.561 0.035 0.447 0.024

Algorithm Fused 0.885 0.025 0.715 0.042 0.694 0.032 0.531 0.047

Table 2 compares the observers’ LW P(ID) perfor-

mance between the various display formats for each

range. The format in the column is being compared to

the format or algorithm listed in the row. Hence reading

the first column first row shows that LW Side-by-Side

underperformed the temporal interlace format at ranges

2 and 3 (labeled as R2 and R3 respectively) greater than

what is accounted for in the data set error.

Of the 13 paired comparisons made between the dif-

ferent experiments, 7 comparisons produced differences

not accounted for by the error associated with calcu-

lating the mean value and the largest value was 0.120

greater than the error associated with calculating the av-

erage value. However, 5 of the 7 comparisons involved

the temporal interlace format outperforming the other

two formats.

Table 3 shows a comparison between the average

observer performances using only SW images at each

of the five ranges for each display format.

Table 4 compares the observers’ SW P(ID) perfor-

mances between the various display formats for each

range. The format in the column is being compared to

the format or algorithm listed in the row. Hence reading

the first column first row shows that SW Side-by-Side

underperformed the temporal interlace format at ranges

3 and 4 greater than what is accounted for in the data

set error.

Of the 13 paired comparisons made between the dif-

ferent experiments, only 4 comparisons produced dif-

ferences not accounted for by the error associated with

calculating the mean value and the largest value was

0.043 greater than the error associated with calculating

the average value. However, all comparisons involved

the temporal interlace format outperforming the other

two formats.

An analysis was conducted to further investigate any

effect display format may have had on the observer’s

performance for their benchmark performance given

either source spectral band imagery; Table 5 shows these

comparisons.

Table 6 compares the observers’ benchmark P(ID)

performance between the various display formats for

each range. The format in the column is being com-
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TABLE 6

Comparison of observers’ benchmark source band P(ID)

performance between the various display formats for each range

which exceeded the standard error for the data set. (+) column

exceeds row, (¡) row exceeds column, (X) no comparison, (ND) no
statistically significant difference for all ranges.

Benchmark Side-by-Side Temporal Interlace

Temporal Interlace ¡0:006 R2 X

¡0:015 R3
Algorithm ND +0:009 R2

TABLE 7

Comparison of observer’s performance between the different display formats using the two spectral source bands together. Avg. is the

average probability of identification P(ID) of all observers and §Error is the standard error for each P(ID).

Display Type Range

1 2 3 4 5

Avg. §Error Avg. §Error Avg. §Error Avg. §Error Avg. §Error
Side-by-Side 0.772 0.030 0.625 0.036 0.574 0.030 0.392 0.039 0.239 0.030

Temporal Interlace 0.823 0.028 0.680 0.036 0.563 0.044 0.370 0.038 0.204 0.031

Algorithm Fused 0.806 0.044 0.536 0.056 0.504 0.051 0.282 0.046

pared to the format or algorithm listed in the row. Hence

reading the first column first row shows that Bench-

mark Side-by-Side underperformed the temporal inter-

lace format at ranges 2 and 3 greater than what is ac-

counted for in the data set error.

Of the 13 paired comparisons made between the dif-

ferent experiments, only 3 comparisons produced dif-

ferences not accounted for by the error associated with

calculating the mean value and the largest value was

0.015 greater than the error associated with calculating

the average value. However, all comparisons involved

the temporal interlace format outperforming the other

two formats. Although not nearly as significantly as

in either source band comparison. This result provides

us confidence that the benchmark concept is valid and

should be reproducible regardless of display format.

Table 7 shows a comparison of observer perfor-

mance between the different display formats using only

LW-SW images at each of the five ranges.

Table 8 compares the observers’ “self-fused” P(ID)

performance between the various display formats and

superposition fused P(ID) performance for each range.

The format in the column is being compared to the

format or algorithm listed in the row. Hence reading

the first column second row shows that fused Side-by-

Side outperformed the fusion algorithm format at range

4 greater than what is accounted for in the data set error.

Of the 13 paired comparisons made between the dif-

ferent experiments, only 3 comparisons produced dif-

ferences not accounted for by the error associated with

calculating the mean value and the largest value was

0.052 greater than the error associated with calculating

the average value. However, all comparisons involved

TABLE 8

Comparison of observer’s performance between the different display

formats using the LW-SW spectral source bands together for each

range which exceeded the standard error of the data set. (+) column

exceeds row, (¡) row exceeds column, (X) no comparison, (ND) no
statistically significant difference for all ranges.

Fused Side-by-Side Temporal Interlace

Temporal Interlace ND X

Algorithm +0:025 R4 +0:052 R2

+0:004 R4

the fusion algorithm underperforming the other two for-

mats.

6. DISCUSSION AND RECOMMENDATIONS

The research presented in this paper utilized a stan-

dard set of multi-spectral images suitable for image

fusion and image fusion algorithm performance eval-

uations. The results obtained from using both the dis-

play formats and the superposition algorithm correlated

with the best performing individual source band. How-

ever, test results show the superposition fusion algo-

rithm underperformed the temporal interlace format. In

fact, temporal interlacing the imagery allowed for task

performance closest to the observers’ benchmark. Over-

all experimental results show that observers P(ID) per-

formances using the superposition fused images are well

below that which was achieved by the observers’ bench-

mark source band performances. It is therefore recom-

mended that superposition fusion not be used as a base-

line when assessing image fusion P(ID) performance.

Benchmark performances were measured for a vari-

ety of “self-fusion” display techniques. Considering the

diverse observer pool and small errors associated with

the resultant data, the comparisons reported in this pa-

per show that benchmark performances were relatively

unaffected due to these changes in the display format.

As a result, we are further recommending that human

observer performance using fusion algorithms to fuse

together the LW and SW spectral band imagery needs

to achieve the optimal values shown in Table 9.

These recommendations are based on the measure-

ments made in the experiments in which the human ob-

server was viewing only single source band imagery.
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TABLE 9

Recommended optimal human performance for fusion algorithms

when fusing this LW and SW imagery.

Range 1 Range 2 Range 3 Range 4 Range 5

Average 0.88 0.75 0.69 0.53 0.44

§Error 0.02 0.03 0.03 0.04 0.03

TABLE 10

Recommended optimal human performance for fusion algorithms

when fusing this LW and MW imagery.

Range 1 Range 2 Range 3 Range 4 Range 5

Average 0.88 0.66 0.50 0.33 0.38

§Error 0.03 0.03 0.03 0.03 0.03

That is, the image was LW or SW but not both simulta-

neously. For comparison, the recommended human per-

formance given in Moyer and Howell using fusion algo-

rithms to fuse together the LW and MW spectral band

imagery needs to achieve the optimal values shown in

Table 10.

It should be noted that the LW imagery used within

the LW-MW tests had an average contrast of 0.32

while the LW imagery used within the LW-SW tests

had an average contrast of 0.21. This is important

if comparisons between the LW imagery used in the

LW-MW and LW-SW experiments are conducted. The

values in Table 9 and Table 10 are greater than any

results achieved using the original bands exclusively. It

is therefore reasonable with regards to benchmarking

performance to expect this type of performance if the

human observer is provided both source bands when

making the targeting decision.

These benchmark performances exceeded the super-

position algorithm performance for both the LW-MW

and LW-SW experiments. By extension, if a fusion al-

gorithm achieves an image quality metric similar to

the superposition algorithm, then we can expect human

performance using that image fusion algorithm to be

less than the human performance achievable if the ob-

servers had the ability to select between the original

source band images. This research effectively bridges

the knowledge gap between “self-fusion” and algorith-

mically fused performance assessments and has also

identified a standard set of source band imagery suit-

able for image fusion and image fusion algorithm per-

formance assessment.
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Testing Under Communication
Constraints

SORA CHOI
BALAKUMAR BALASINGAM
PETER WILLETT

The problem of fault diagnosis with communication constraints

is considered. Most approaches to fault diagnosis have been focused

on detecting and isolating a fault under cost constraints such as eco-

nomic factors and computational time. But in some systems, such

as remote monitoring (e.g., satellite, sensor field) systems, there is

a communication constraint between the system being monitored

and the monitoring facility. In such circumstances it is desirable

to isolate the faulty component with as few interactions as possible.

The key consideration is that multiple tests are chosen at each stage

in such a way that the tests within the chosen group complement

each other. To this end we propose two algorithms for fault diag-

nosis under communications constraints. Their performances are

analyzed in terms of the average number of testing stages as well

as in terms of the required computational complexity.
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1. INTRODUCTION

Fault diagnosis is the process of detecting and iso-

lating component failure in a system via reports from a

suite of sensors, each of which monitors a subset of the

components. Since the life-cycle maintenance cost of

large integrated systems such as an aircraft or the space

shuttle can, due to the large number of failure states

and the need to rectify these failures quickly [4], [12],

exceed the purchase cost, it has been recognized that

testability must be built into the manufacturing process.

Owing to the advent of intelligent sensors, onboard tests

are available to the diagnostic/fusion center or operators,

but the computational burden of processing test results

in large-scale systems is still a factor.

Various techniques for computationally efficient test

sequencing to identify component failure have been de-

veloped: test sequencing for single fault diagnosis [14]—

[16], [21], dynamic single fault diagnosis [5], [24], mul-

tiple fault diagnosis [10], [18], [19], dynamic multi-

ple fault diagnosis [17], [20] and test sequencing for

complex systems [2], [3], to name a few. As another

approach, some fault detection schemes for networked

control systems use residual generation and evaluation

without utilizing built-in smart sensors to detect com-

ponent failures [11], [22], [23], [25], [26].

To date, the purpose of test sequencing (see [2],

[3], [14]—[16], [19], [21]) has usually been to find an

optimal or suboptimal solution minimizing a “testing

cost” that include economic factors, testing time, etc.

In general, a sequential testing algorithm repeats the

procedure (called a stage) consisting of deciding to

test, ordering to perform tests, and updating the state

of the system using the received test results, until the

failed component is identified. Moreover, at each state,

communication between the system and the diagnostic

(fusion) center is required for the sensors to transmit the

test results and for the center to request the performance

of tests.

There are, sometimes, systems placed in distributed

or remote configurations, causing unusually long delays

or restriction in communication of instructions from or

results to a monitoring facility. One application might

be remotely to determine and diagnose the health of

a hard-to-reach system, for example a space vehicle

or a craft in a deep sea (please see an illustration in

Fig. 1). In this situation the monitoring facility should

be able to diagnose the remote system using limited

communication with the remote or distributed system.

Under these circumstances the number of instances of

communication becomes a primary constraint and the

testing cost, while still an issue, becomes secondary. Our

goal in this paper is hence to minimize the number of

communication stages between the monitoring facility
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Fig. 1. Examples of a systems with limited communication

between the system to be monitored and the monitoring facility.

(a) A system with significant remote-ness, in which latency and

communication costs are a concern. (b) A distributed surveillance

system in which covertness is key.

and the remote system while keeping the testing cost

within a specified level.

The optimal solution of fault diagnosis can be posed

via generating a binary decision tree with DP (dynamic

programing) and AND/OR graphs. Finding the optimal

solution, however, is known to be an NP-complete

problem for single fault diagnosis [7]—[9], [13] even

when using just a single sensor at each stage, and

(worse) an NP-hard problem for multiple fault diagnosis

[1], meaning that it cannot be solved by an algorithm of

polynomial complexity. Thus, a heuristic approach for

test sequencing using multiple sensors at each stage is

suggested. This involves:

1) selecting the sensors that will maximize the informa-

tion gain (IG);

2) performing the test using those selected sensors;

3) updating conditional likelihood probability of all

components’ failure states, depending on the test

outcomes;

4) pruning from consideration components that are un-

likely to be faulty; and

5) repeating this procedure until the fault is isolated up

to a certain specified probability of assurance.

We will discuss the IG heuristic later. Note that there

are test inaccuracies due to unreliable sensors, electro-

magnetic interference, environmental conditions, and so

on. Imperfect tests, for our purposes here, introduce two

uncertainties to the diagnosis process: missed detections

and false alarms. Under the former, of course, a compo-

nent may fail yet the test that covers it can show “pass”;

and vice versa for a false alarm. Consequently, even af-

ter collection of an arbitrarily amount of test signature

evidence, one is never certain, just sure enough up to a

given probability level.1

An important issue is that as we seek to reduce the

number of iterations by selecting multiple sensors at a

time, the computation–selecting the set of sensors that

will maximize the information gain–increases rapidly

both with number of tests and number of faults, and

in many practical systems both are very large. We pro-

pose two algorithms for selecting multiple sensors at a

time that maximize the information gain at an afford-

able computational complexity. The first algorithm in-

troduces several thresholds in order to eliminate sensors

that are less informative, so that fewer sensors form the

candidate set for the maximization of information gain.

The second approach populates the candidate set one-

by-one, based on the correlation between the informa-

tion state and the elements of the reachability matrix in

addition to information gain. For simplicity, we assume

that there is a single component failure during fault iso-

lation, although the methods presented in this paper can

be extended to multi-fault case by applying one of the

multi-fault diagnosis techniques [10], [17]—[20] in order

to mitigate (but not really avoid) the significant increase

in resulting computational complexity.

The paper is organized as follows. In Section 2 we

formulate the problem. In Section 3 two heuristic test se-

quencing algorithms are introduced. Section 4 presents

the simulation results of the proposed algorithms and

Section 5 concludes the paper.

2. PROBLEM FORMULATION

We consider the problem of single fault diagnosis:

there are a set of components that might fail and a set of

sensors each monitoring a subset of those components.

The system is described in detail as given below.

1) A (finite) set of m possibly-faulty components F =
ff0,f1, : : : ,fmg (loosely: “faults”) is given, where f0
denotes the no-fault condition and fi denotes the ith
faulty component. The state of faulty component fi
is expressed by xi, where xi = 1 if fault fi occurs,
otherwise xi = 0.

2) A (finite) set of n binary sensors S = fs1,s2, : : : ,sng
is given, where sensor sj monitors a known subset
of faulty components and costs an amount cj(> 0)
to apply.

1And indeed, depending on the test coverage (the R matrix to be

defined shortly), it might never be possible even with perfect tests to

isolate a fault more tightly than to a “ambiguity set.”
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3) The reachability matrix2 R = [rij] represents the re-
lationship between the faulty components and the

sensors: rij = 1 if sensor sj monitors faulty compo-
nent i, and, otherwise, rij = 0. In addition, r0j = 0 for
all j.

4) Test (sensor) sj has associated with it a probability
of false alarm

Pfj = Prob(sj = 1 jno component monitored by
sj has failed), (1)

and probability of detection

Pdj = Prob(sj = 1 jat least one component monitored
by sj has failed): (2)

Since only one fault is being considered, the proba-

bilities of detection and false alarm can be combined

with the reachability matrix R to as the likelihood
matrix D = [di,j], in which

di,j = Prob(sj = 1 j xi = 1) = ri,jPdj +(1¡ ri,j)Pfj :
(3)

The element di,j is the likelihood that the sensor j
registers a “fail” despite the relation with a failure of

component i, considering two cases: The first is that
component i is failed and sensor sj detects that there
is a failure, when sj is monitoring component i. The
second is that sensor sj is not monitoring component
i, but sj shows the result that there is a component
failure as false alarm.

Let us address the single fault diagnosis problem

under the following assumptions:

² The false-alarm and missed-detection probabilities of
sensors are known and do not change with repeated

testing.

² There is at most one component failure, which does
not change over the course of (repeated) testing.

² It is possible that the system be fault-free.

² Each sensor’s missed-detection/false-alarm process is
independent of those of other sensors.

² Outcomes of sensors are binary, meaning that there
are two outcomes: pass (0) and fail (1).

Let us denote the complete set of (possibly multiple)

tests applied at the kth stage as Sc(k) = fsjq 2 S j jq 2
J(k)g where J(k) = fjqg is the set of indices of the
applied sensors. The outcome of the tests at the kth
stage is denoted as O(k) = foq(k)g where oq(k) is the
result of sensor sjq . Thus, the past information available

for sensor selection at the (k+1)th stage is

Ik = f(Sc(l),O(l))gkl=1: (4)

With the past information Ik, the conditional failure
probabilities ¼i(k+1) = p(xi = 1 j Ik) also known as the
information state is updated from its previous state ¼i(k)

2This is sometimes call the D-matrix, invoking variously test depend-
ency or diagnosis. Here we use “D” for the test reliabilities.

based on Bayes’ rule as

¼i(k+1) = p(xi = 1 j Ik)

=
p((Sc(k),O(k)) j xi = 1,Ik¡1)p(xi = 1 j Ik¡1)

p((Sc(k),O(k)) j Ik¡1)

=
1

c

Y
jq2J(k)

p((sjq (k),oq(k)) j xi = 1)¼i(k)

=
1

c

Y
jq2J(k)

[oq(k)di,jq +(1¡ oq(k))(1¡ di,jq )]¼i(k)

(5)

where the normalization factor is

c=
mX
i=0

Y
jq2J(k)

[oj(k)dlj +(1¡oj(k))(1¡ dlj)]¼i(k):

In addition, the prior failure probability ¼i(1) of com-
ponent i is assumed to be known, and the probability of
a healthy system ¼0(1) satisfies the following:

¼0(1) =
mY
i=1

Prob(xi = 0) =
mY
i=1

(1¡¼i(1)): (6)

The test sequencing algorithm with imperfect tests

can never, except in trivial cases, identify the faulty

component deterministically, but is assumed content

with a (pre-specified) level of certainty ®. We have:

Stopping rule: The algorithm stops when any in-

formation state reaches a level of

certainty ®, i.e.,

¼i(k)> ®: (7)

Pruning criterion: If ¼i(k) satisfies

¼i(k)· ¯¼i(0), (8)

where threshold ¯ is given, then it
will be decided that the component i
is not a faulty one and set ¼i(k) = 0.

The stopping rule and pruning criterion in the algo-

rithms will be described in later sections.

3. TEST SEQUENCING USING INFORMATION GAIN

Given the current information state f¼i(k)g at the kth
stage, the information gain achieved by testing with a

set of sensors Sc(k), i.e. the mutual information between
the sensors and the information state, is written as

IG(f¼i(k)g,Sc(k)) =H(f¼i(k)g)¡H(f¼i(k)g j Sc(k))
(9)

where

H(f¼i(k)g) =¡
mX
i=0

¼i(k) log¼i(k)

is the uncertainty (entropy) associated with the infor-

mation state f¼i(k)gmi=1.
After performing some algebraic manipulations the

information gain in (9) is written as follows (please see
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Appendix for details):

IG(f¼i(k)g,Sc(k)) =

¡
X
i

¼i(k) log¼i(k)

+
X
õt2Õ

mX
i=0

¼i(k)
Y
j2J
A(t, i,j) ¢ log

(
¼i(k)

Y
q2J
A(t, i,q)

)

¡
X
õt2Õ

log

(
mX
p=0

¼p(k)
Y
q2J
A(t,p,q)

)
¢
mX
i=0

¼i(k)
Y
j2J
A(t, i,j)

(10)

where

A(t, i,j) := (õt(j)di,j +(1¡ õt(j))(1¡ di,j)): (11)

Here, õt denotes a vector whose element is a possible
outcome (0 or 1) of a sensor in set Sc(k), the set Õ = fõtg
consists of all possible vectors that can be generated by

the sensors in set Sc(k), and J is the set of indices of
sensors in the set Sc(k).
If the objective is only to minimize testing cost by

using information heuristics, the sensor can be selected

simply by maximizing the information gain per unit

cost. That is, sensors Sc(k), at the kth stage, can be
selected based on the Selection rule minimizing testing

cost:

Sc(k) = arg max
S̃c(k)½S

IG(f¼i(k)g, S̃c(k))P
j2J(k) cj

(12)

Our goal in this paper is to minimize the number

of stages required to locate a fault, while limiting the

cost spent at each stage to CT. Hence, instead of per-
forming one test at each stage, we propose to perform

(possibly) several tests, where one should select the set

of sensors Sc(k) having the most information about the
faulty component at each stage considering all possible

combinations of sensors. This can be achieved via the

following Selection rule minimizing the number of stages:

Sc(k) = arg max
S̃c(k)½S

IG(f¼i(k)g, S̃c(k)) (13)

subject to X
j2J(k)

cj · CT

where CT is the cost threshold per stage.
If we countenance the use of an exhaustive search

to select a set Sc(k) according to the selection rule mini-
mizing the number of stages, a test sequencing heuristic

algorithm using the information gain will follow Algo-

rithm 1.

ALGORITHM 1 Exhaustive Search–ExS(N)

1) After obtaining all possible combinations of sensors

in the set S satisfying the cost constraint CT, select
Sc(k) based on (13).

2) Obtain test outcomes of Sc(k) and update information
states using (5).

3) Apply the pruning criterion in (8): after pruning,

normalize information states.

4) Repeat steps 1)—3) until the stopping rule in (7) is

satisfied.

Algorithm 1 is computationally exhaustive due to its

first step. For testing at most nc sensors at a time, the
number of all possible combinations of tests is

ncX
n=1

μ
n

m

¶
: (14)

To give some perspective, if there are m= 100 sensors,
considering pairs of tests jointly results in 4950 combi-

nations and testing 3 tests at a time results in 161700

combinations. Thus, in what follows, we focus on find-

ing suboptimal ways to find Sc(k) that have good heuris-
tics.

Before discussing suboptimal algorithms, we point

out a useful property of the information gain in (10). It

is observed that when the information states f¼(k)g are
uniform, except for ¼0(k)–because ¼0(k) corresponds
to the fault-free state–the information gain in (10)

reduces to

IG(f¼i(k)g, S̃c(k))
=¡n¼(k) log¼(k)¡¼0(k) log¼0(k)

+¼(k)
Y
j2J
A(t, i,j)

X
õt2Õ

mX
i=1

0@log
8<:Y
q2J
A(t, i,q)

9=; log
8<:

mX
p=1

Y
q2J
A(t,p,q)

9=;¡ log
8<:¼0(k)Y

q2J
A(t,0,q)

9=;
1A (15)

and (13) reduces to

Sc(k) = argmax
S̃c(k)

fIG(f¼i(k)g, S̃c(k))g

= argmax
S̃c(k)

8<:Y
j2J
A(t, i,j)

X
õt2Õ

mX
i=1

0@log
8<:Y
q2J
A(t, i,q)

9=;¡ log
8<:

mX
p=1

Y
q2J
A(t,p,q)

9=;¡ log
8<:¼0(k)Y

q2J
A(t,0,q)

9=;
1A9=; :
(16)
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Fig. 2. The relationship between information state and set T0 or T1.

(a) Set T0. (b) Set T1: L= 2.

If the information state is uniform except for ¼0, one
can select the set of sensors maximizing information

gain simply by appeal to the limit of cost–even before

beginning to monitor the system according to (16)–

which means that the set Sc(k) can be chosen off-line.
For example, in the case that the prior probability of

fault elements be uniform, one can start to monitor the

system with Sc(1) selected by off-line.
Now, we propose two suboptimal algorithms to

choose sensors. The first, described in Section 3.1, pro-

poses to decrease the size of set from which the sensors

are chosen based on the current information state. The

second, described in Section 3.2, proposes to select sen-

sors sequentially based on information gain and current

information states, after the first sensor is chosen via

correlation between information states and sensors.

3.1. Suboptimal algorithm based on Exhaustive Search
(ES)

It should be noted that the application of the pruning

rule in (8) at each stage reduces the number of possible

faulty components up to an uncertainty, and similarly

the size of set T0(k) where

T0(k) = fsiq 2 S j R(j, iq) = 1, for any j s.t. ¼j(k)> 0g:
(17)

As a result there is no need to test those sensors that

are monitoring only those excluded components, as a

result of pruning. Thus, at every stage k, as pruning
is performed to eliminate some of components having

little possibility of a fault the new set of sensors T0(k)
satisfies T0(k)½ T0(k¡1)½ S.

If the size of T0(k) is too large–possible in the
early stages of testing–one can consider a new set

T1(k)½ T0(k) whose elements are those sensors moni-
toring components having high probabilities of failure,

as follows. Given a threshold L

T1(k) = fsiq j R(jp, iq) = 1, for any p= 1,2, : : : ,Lg (18)

where ¼j1 (k)¸ ¼j2 (k)¸ ¢¢ ¢ ¸ ¼jl̃(k) > 0 and L¸ l̃. If l̃ is
less than L, T0(k) = T1(k). By considering all possible
combinations of sensors in T1(k) within the cost limit,
one selects Sc(k).
It may be that the number of sensors used at the

current stage becomes unacceptable due to a large al-

lowable cost limit: the number of combinations of sen-

sors become too high. A similar situation is that there

are many sensors monitoring each component, which is

tantamount to each row of the R matrix having many
ones–that is, the tests, taken individually, are not spe-

cific. In such cases jT1(k)j will not be significantly de-
creased even by using a smaller value for L. Both of
these cases require another threshold (denoted N) lim-
iting the number of sensors chosen to perform testing

at each stage, i.e. jScj is limited to N. Hence, if the
size of T1(k) is larger than the given threshold M, the
number of sensors used at each stage will be limited by

N, where M is decided based on cost. In summary, the

upper bound in jSc(k)j is

jSc(k)j ·
½ jT1(k)j if jT1(k)j ·M

N if jT1(k)j>M
: (19)

REMARK 1: If there are too many information states

having the same probability, especially in the early

stages, it becomes problematic to decide T1(k) just by
using threshold L, since ordering becomes arbitrary. In
this case we change the threshold: L is increased until
all elements having the same probability are included in

set T1(k) whereas threshold N is decreased depending on
the size of T1(k).

A summary of the proposed fault diagnosis based

on exhaustive search is summarized in Algorithm 2. An

example of the sets T0 and T1 is illustrated in Fig. 2.

ALGORITHM 2 Exhaustive Search–ES(L,M,N)

1) If the prior probability is uniform, select the combi-

nation of sensors chosen off-line as Sc(1). Otherwise,
go to the next step.

2) Get T1(k) by using information states f¼i(k)g. If there
are many information states having the same value,

L is increased until all sensors monitoring those

elements are included in T1(k).

3) If the number of elements in T1(k) is higher than M,
obtain all possible combinations of at mostN sensors
satisfying the cost limit CT. Otherwise, obtain all
possible combination of sensors satisfying the limit.

4) Select Sc(k) from the obtained combinations of sen-

sors based on (18) and obtain test outcomes of Sc(k).
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Fig. 3. An example of selecting Sc(k) according to the CS

approach.

5) Update information states using (5) and obtain in-

formation states f¼(k+1)g by applying the pruning
criterion in (8).

6) Repeat steps 2)—5) until the stopping rule in (7) is

satisfied.

3.2. Algorithm based on Correlative Search (CS)

While in the previous algorithm the sensors used at a

single stage are selected jointly, this algorithm chooses

these sensors one-by-one, which means that each sensor

is added to the set of sensors chosen before as shown in

Fig. 3. Before discussing how to choose sensors, let us

define the correlation between matrix R and information
state as follows. For each sensor j,

Cor(j) =
X
i

rij¼irij

The first sensor sj1 is chosen based on correlation as
follows:

sj1 = argmax
sj2T̃1

Cor(j) (20)

where
T̃1 = fsq 2 T0 j cq · CTg:

The second sensor is the one having the highest infor-

mation gain calculated with the first sensor together:

sj2 = argmax
sq2T̃2

IG(f¼ig j fsj1 ,sqg) (21)

where

T̃2 = fsq 2 T0 j cq · (CT¡ cj1 )g¡fsj1g:

Assuming set T̃p is nonempty, the next sensor is
selected in the same way as the second sensor:

sjp = argmax
sq2T̃p

IG(f¼ig j fsj1 ,sj2 , : : : ,sjp¡1 ,sqg), (22)

where

T̃p = fsq 2 T0 j cq · (CT¡
p¡1X
a=1

cja)g¡fsj1 ,sj2 , : : : ,sjp¡1g:

Similar to the previous algorithm a threshold N is used

to limit the maximum number of sensors in Sc(k), i.e.,
such that jSc(k)j<N.
REMARK 2: If IG(f¼ig j fsj1 ,sj2 : : : ,sjp¡1g) = IG(f¼ig j
fsj1 ,sj2 : : : ,sjpg), which means that the information gain
does not increase by adding more sensors, no more sen-

sors will be added.

REMARK 3: It should be noted that the set T0 can be
replaced by set T1 before correlative selection.

A summary of the proposed fault diagnosis based
on correlative search is in Algorithm 3. An example of

selecting the set Sc(k) is shown in Fig. 3.

ALGORITHM 3 Correlative Search–CS(N)

1) If the prior probability is uniform, select the combi-
nation of sensors chosen off-line as Sc(1). Otherwise,
go to the next step.

2) After getting T0(k) by using information states

f¼i(k)g, select the first sensor sj1 using (20).
3) Repeat: select pth sensor sjp using (22) until one of

the following is satisfied:

² p reaches N
² there are no more sensors to add.
² the information gain between information states
and sensors is not increased by adding another

(any other) sensor.

4) Set S = T̃p and select Sc(k) based on (13).

5) Obtain the sensor outcomes of Sc(k) and update
information states using (5) and obtain information

states f¼(k+1)g by applying the pruning rule in (8).
6) Repeat steps 2)—5) until the stopping rule (7) is

satisfied.

4. SIMULATION RESULTS

In this section the performance of the proposed

methods are analyzed through simulations. The follow-

ing three algorithms are considered in the simulations.
² ExS(N) for N = 1 and 2.
² ES(L,M,N) for (L,M,N) = (20,10,4) and (50,30,2).
² CS(N) for N = 2, 3 and 4.
4.1. Randomly generated R matrix

We have generated two different R matrices each
with 100 rows and 70 columns, i.e., there are 100 pos-

sible faults and 70 sensors monitoring those faults in

the simulated system. Each element of the first R ma-
trix, denoted R2, is generated as Bernoulli with success
probability 0.2. In a similar fashion each element of the

second R matrix, denoted as R8, used success probabil-
ity 0.8. The cost of the test by each sensor is assigned

randomly following a uniform distribution between 0.5

and 1. The maximum cost allowed to be spent at each

stage is 3. The stopping rule is defined using a level of
uncertainty ®= 0:99 and the pruning criterion is defined
with threshold ¯ = 0:005.
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Now, we define some performance metrics in order

to compare various algorithms. The average number of

stages k̄ of a certain algorithm is obtained by repeating

the algorithm over several Monte-Carlo runs and aver-

aging the number of stages it took each time to locate

the fault, i.e.,

k̄ =
1

Nm

NmX
r=1

kr (23)

where kr is the number of stages it took to locate the
fault at the rth run and Nm is the number of Monte-Carlo
runs. In all the simulations Nm = 1000 Monte-Carlo runs
are used.

Figure 4 shows the average number of stages k̄ of
all the algorithms as the probability of detection Pd
increases from 0.8 to 1. In particular, Fig. 4(a) shows

the comparison of k̄ vs. Pd of ExS and ES on different
R matrices. The same is shown in Fig. 4(b) for ExS and
CS. The summary of Fig. 4–comparison of all three

algorithms–is shown in Fig. 4(c) which shows that the

exhaustive search (ES) algorithm performs as well as

the exhaustive search ExS(2), whereas the correlative

search CS(N) outperforms the exhaustive search ExS(2)
with increasing N.
Figure 5 repeats the simulation analysis shown in

Fig. 4 for various false alarm rates while fixing Pd
at 0.99. Similar conclusion is arrived from Fig. 5 as

well, where it can be noticed in the summary Fig. 5(c)

that the ES algorithms outperform ExS(1), and perform

essentially as well as ExS(2). On the other hand, CS(N)
outperforms the others with increasing N.

4.2. Real System

Our algorithms are applied to a real system, the so-

called “Documatch,” which is an R-matrix representa-
tion of the Pitney Bowes Integrated Mail System that

takes an original document from a Microsoft Windows

based personal computer and turns it into a finished and

properly-addressed mail item in a sealed envelope (see,

for example, [6]). The R matrix of this system, denoted
hereafter as Rd, has 258 components and 179 sensors.
First, let us compare the simulated R matrices used

in earlier simulations and the Rd of the Documatch
system. Out of the simulated R matrices used in this

section, we select R2 for comparison with Rd. For each
of these matrices we counted the number of components

monitored by each sensor and the number of sensors

monitoring each component. The result is summarized

in Fig. 6.

The performance comparison of all three algorithms

in terms of k̄ vs. Pd is shown in Fig. 7. Due to the size
of the Rd matrix, the exhaustive search is performed
only for N = 1, i.e., we do not have ExS(2) in the
simulations because of the time required to complete the

simulation. The figure confirms the earlier conclusions

arrived through the simulated R matrices.

Fig. 4. Comparison of algorithms, in terms of the average number

of stages k̄ vs. probability of detection Pd . The false alarm rate is

fixed at Pf = 0:01 in all the figures. (a) Comparison of ExS and ES

on matrices R2 and R8. (b) Comparison of ExS and CS on matrices

R2 and R8. (c) Comparison of all algorithms, ExS, ES and CS, on

matrix R2.
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4.3. Computational complexity analysis
The computational cost arises mainly based on how

many combinations of sensors there are, i.e., the size

of the candidate set for calculation of information

gain. For example, if the system has 100 sensors, with

the exhaustive search in ExS(2), we need to calcu-

late information gain for
P2
p=1 100!=((100¡p)!p!) =

5050 combinations of sensors at each stage, as 2 sen-

sors are allowed to be tested at each stage and all

possible combinations of two sensors can be used to

test in the respect of the limit of cost. It means that

S̃c(k) 2 fall possible combinations of two sensorsg and
jfS̃c(k)gj= 5050. If it takes 2 stages to isolate the faulty
element, i.e. kr = 2 for a particular run r, the total num-

ber of combinations (i.e. nt :=
Pkr
k=1 jfS̃c(k)gj) is 10100.

Let us consider another example: Assume that only

one sensor is allowed to test at each stage and it takes

110 stages to isolate the faulty component; in this case

nt = 11000. It should be noted that, in a real situa-
tion, due to pruning the number of these combinations

jfS̃c(k)gj varies for each stage. In summary, nt is the ac-
cumulated size of candidate set of Sc(k) over all stages
until the faulty component is isolated for a particular

run. The average of nrt is defined as Nt, where

Nt =
1

Nm

NtX
r=1

nrt , (24)

in which

nrt =

krX
k=1

jfS̃rc(k)gj: (25)

The comparison of all the algorithms in terms of Nt
vs. Pd is shown in Fig. 8. It shows that CS(N) requires
much reduced computation compared to ExS(2) for

N = 2,3, and 4. Further it must be emphasized that Nt
reduces with increasing N for CS whereas Nt increases
with increasing N for ExS(N). At this point it must be
re-emphasized that the CS(N) algorithm also reduces

the average number of iterations required to isolate the

faulty element with increasing number of N (see Figs. 4
and 5) so that Nt (or computations) is reduced even with
increasing N. Fig. 9 shows the comparison of all the
algorithms in terms of Nt vs. Pf for fixed Pd: It shows
that CS(N) requires a similar amount of–and at times
lower–computation compared to ExS(1).

The comparison of Nt for the Documatch system is

shown in Fig. 10. Due to the size of the system the com-

putational complexity of ExS(2) was not computed. The

figure confirms the results of the experiments performed

on the R2 and R8 matrices. It confirms that CS(N) re-
quires slightly less computation with increasing N than

ExS(1), especially with higher probability of detection

Pd and lower false alarm rate Pf .

5. CONCLUSIONS
Two algorithms for single fault diagnosis under

communication constraints are presented. Both of the al-

Fig. 5. Comparison of algorithms, in terms of the average number

of stages k̄ vs. probability of false-alarm Pf . The probability of

detection is fixed at Pd = 0:99 in all the figures. (a) Comparison of

ExS and ES on matrices R2 and R8. (b) Comparison of ExS and CS

on matrices R2 and R8. (c) Comparison of all algorithms, ExS, ES

and CS, on matrix R2.
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Fig. 6. Summary of comparisons: Simulated R2 matrix vs. practical Documatch Rd matrix. (a) Simulated R2 matrix. (b) Simulated R2
matrix. (c) Documatch Rd matrix. (d) Documatch Rd matrix.

gorithms are concerned with the selection of (possibly)

several sensors at a time in order to reduce the number

of iterations/communication. The algorithms differ in

their approach in selecting multiple sensors that maxi-

mize the information gain. The first algorithm, termed

the exhaustive search (ES) method, introduces several

thresholds in order to eliminate sensors that are less in-

formative, so that fewer sensors form the candidate set

for the maximization of information gain. The second

approach, referred to as correlative search (CS), selects

the candidate set one-by-one based on the correlation

between the information state and the elements of the

reachability matrix. Both of the proposed approaches

demonstrate their ability to reduce the number of itera-

tions in fault diagnosis.

APPENDIX

Given a subset Sc of S, õt denotes a vector of
outcomes of the sensors in a set Sc, and the set Õ = fõtg

Fig. 7. Comparison of all algorithms in terms of k̄ vs. Pd on

Documatch system for Pf = 0:01.
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Fig. 8. Comparison of all algorithms on R2 for varying Pd with

Pf = 0:01. (a) Comparison of Nt for various algorithms. (b) Closer

view of the bottom portion of Fig. 8(a) above.

consists of all possible vector which can be generated

by the sensors. And J is the set of the indices of sensors
in the set Sc. The information gain is defined with
information state as

IG(f¼i(k)g,S(k)) =H(f¼i(k)g)¡H(f¼i(k)g j Sc(k))
(26)

where

H(f¼i(k)g) =¡
X
i

¼i(k) log¼i(k): (27)

The following is obtained:

IG(f¼i(k)g,Sc(k))

=¡
X
i

¼i(k) log¼i(k)

+
X
õt2Õ

mX
i=0

¼i(k)
Y
j2J
(õt(j)di,j +(1¡ õt(j))(1¡ di,j))

Fig. 9. Comparison of all algorithms on R2 for varying Pf with

Pd = 0:99. (a) Comparison of Nt for various algorithms. (b) Closer

view of the bottom portion of Fig. 9(a) above.

£ log
(
¼i(k)

Y
q2J
(õt(q)di,q+(1¡ õt(q))(1¡ di,q))

)

¡
X
õt2Õ

mX
i=0

¼i(k)
Y
j2J
(õt(j)di,j +(1¡ õt(j))(1¡ di,j))

£ log
(

mX
p=0

Y
q2J
¼i(k)(õt(q)dp,q+(1¡ õt(q))(1¡ dp,q))

)
:

(28)

PROOF The conditional entropy of information state is

described by

H(f¼i(k)g j Sc) =H(f¼i(k)g j Sc,Ik¡1) (29)

=
X
õt2Õ

Prob(õt j Ik¡1)H(f¼i(k)g j õt,Ik¡1):

(30)
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The entropy H(f¼i(k)g j õt,Ik¡1) is given as
H(f¼i(k)g j õt,Ik¡1)

=¡
mX
i=0

Prob(¼i(k) j õt,Ik¡1) log(Prob(¼i(k) j õt,Ik¡1))

=¡
mX
i=0

¼i(k)

Prob(õt j Ik)
Y
j2J
(õt(j)di,j +(1¡ õt(j))(1¡ di,j))

£ log
(

¼i(k)

Prob(õt j Ik)
Y
j2J
(õt(j)dij +(1¡ õt(j))(1¡ dij))

)
(31)

where

Prob(¼i(k) j õt,Ik¡1)

= Prob(õt j ¼i(k),Ik¡1)
Prob(¼i(k) j Ik¡1)
Prob(õt j Ik¡1)

=
¼i(k)

Prob(õt j Ik¡1)
Y
j2J
(õt(j)dij +(1¡ õt(j))(1¡ dij))

(32)
and

Prob(õt j Ik¡1)

=

mX
i=0

Y
j2J
Prob(õt(j) j xi = 1,Ik¡1)Prob(xi = 1 j Ik¡1)

=

mX
i=0

Y
j2J
¼i(k)(õt(j)dij +(1¡ õt(j))(1¡ dij)): (33)

Thus,

H(f¼i(k)g j Sc)

=
X
õt2Õ

Prob(õt j Ik¡1)H(f¼i(k)g j õt,Ik¡1)

=¡
X
õt2Õ

mX
i=0

¼i(k)
Y
j2J
(õt(j)di,j +(1¡ õt(j))(1¡ di,j))

£ log
(
¼i(k)

Y
j2J
(õt(j)di,j +(1¡ õt(j))(1¡ di,j))

)

+
X
õt2Õ

mX
i=0

¼i(k)
Y
j2J
(õt(j)di,j +(1¡ õt(j))(1¡ di,j))

£ log
(

mX
p=0

Y
q2J
¼i(k)(õt(q)dp,q+(1¡ õt(q))(1¡ dp,q))

)
(34)

and hence the information gain is as in (28).
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