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From the Editor-in-Chief:
June 2014

Past, Present, and Future of JAIF

In January 2014, I took over the role as Editor-
in-Chief of this journal from William Dale Blair. I
would like to take the opportunity to thank Dale for
serving as Editor-in-Chief for the past eight years and
for his continuing professional, knowledgeable, and
patient guidance of the editorial team, the technical
editors, the authors, and the staff.
The Journal of Advances in Information Fusion

(JAIF) was founded in 2006 as the flagship journal of
the International Society of Information Fusion (ISIF) to
serve the growing demand for high-quality publications
of information fusion methods. JAIF is an open-source,
peer-reviewed, semi-annual archival journal published
electronically and distributed via the internet.
I think it is fair to say that so far we kept our

promise on delivering high-quality publications. Begin-
ning with the inaugural issue in July 2006, 17 issues
have been published up to now that are freely available
at http://www.isif.org/journal.
The quality of JAIF is maintained by high stan-

dards for the peer review process through an edito-
rial board with strong academic and industrial back-
grounds. Prior to publication, each manuscript requires
a review from at least three referees and manuscript
corrections that address any shortcoming identified by
the referees and editors. A web-based review system
at http://jaif.msubmit.net is used for handling the peer
review of manuscripts electronically. This system facili-
tates the review of manuscripts for authors and archives
the reviewers’ comments and editorial decisions for all
manuscripts.
Journal publications nowadays play an important

role when it comes to evaluating the quality of individ-
ual researchers. Bibliometric indicators are increasingly
used to rate scientific publications and the researchers
who authored them. This is then used by employers such
as universities, companies, and government organiza-
tions to make decisions about raises or promotions or
funding decisions concerning grants. Fortunately, JAIF
is now indexed at SCOPUS, so that research published
at JAIF becomes more visible. At this point, I would
like to thank our Administrative Editor Robert Lynch
for his relentless effort on getting the journal indexed,
which is known to be a tedious and lengthy process.
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In the future, we seek to increase the number of sub-

missions to the journal, so that it might eventually be

possible to publish four issues per year instead of two

without compromising the paper quality. This will hope-

fully happen automatically as more and more potential

authors appreciate the quality of JAIF. In addition, we

will make the journal more interesting by encouraging

special issue proposals.

Special issues of JAIF are intended to cover a topic

of special interest in the area of information fusion. Po-

tential guest editors should submit a formal proposal for

expressing their desire to organize a special issue. For-

mally, these proposals should provide the biographical

information of the guest editors, the motivation for the

special issue, a general call for contributed papers to the

special issue, a candidate list of papers with authors for

direct invitation, and a schedule for delivery and review

of the papers for the special issue. Typically, one or two

guest editors will be responsible for the special issues,

and they will be supported by a small team of predefined

reviewers in order to expedite the review process.

Finally, I hope that I convinced you that JAIF is a

high-quality journal dedicated to research on informa-

tion fusion methods. So, if you have the feeling that

your material could meet the journal's standards, please

consider submitting it to JAIF.

Uwe D. Hanebeck

Editor-in-Chief
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A Technique for Deriving

Multitarget Intensity Filters

Using Ordinary Derivatives

ROY STREIT

In multitarget tracking problems based on finite point process

models of targets and measurements, it is known that the distri-

bution of the Bayes posterior point process is a ratio of functional

derivatives of a joint probability generating functional. It is shown

here that these functional derivatives can be found by evaluating or-

dinary derivatives. The method is exact, not approximate. Several

examples are presented, including multisensor target tracking and

extended-target tracking. The method is well suited to the needs of

particle filter implementations.

Manuscript received September 29, 2012; revised June 30, 2013 and

October 26, 2013; released for publication October 29, 2013.

Refereeing of this contribution was handled by Stefano Coraluppi.

Author’s addresses: Metron, Inc., 1818 Library St., Reston, VA 20109.
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1. INTRODUCTION

This paper shows that functional derivatives of the

probability generating functional (PGFL) of a finite

point process can be calculated using ordinary deriva-

tives. The result is new, and it is potentially useful

to the class of Bayesian multitarget tracking problems

that is based on finite point process models for targets

and measurements. In this class, the distribution of the

Bayes posterior multitarget process is a ratio of func-

tional derivatives of the joint measurement-target PGFL.

In some problems evaluating the functional derivatives

is only a tedious task, but in other problems the num-

ber of terms in the derivatives is prohibitively large and

limits practical applications of the method.

The proof is straightforward–we reduce the PGFL

to an ordinary function that is conceptually straightfor-

ward to differentiate. This function is called a secular

function to emphasize that it is an “ordinary” function

and not a functional. Existing symbolic software pack-

ages can be used to differentiate the secular function,

a fact that is potentially of practical importance since

software for functional differentiation of the PGFL does

not seem to be available. The methods of this paper use

the established theory of PGFLs and their functional

derivatives.

The proposed methods are compatible with particle,

or sequential Monte Carlo (SMC), filter implementa-

tions. The basic strategy is to embed symbolic differ-

entiation software in the production code and evaluate

the symbolic derivatives of the secular functions at the

points of the particle filter. One of the purposes of this

paper is to show that this is a theoretically feasible strat-

egy. Its practical utility is outside the scope of the paper.

Two tracking applications where functional differen-

tiation causes serious difficulties are discussed. One is

multisensor target tracking [9]. The other is extended-

target tracking problems in which targets can produce

more than one measurement [8, 11]. The secular func-

tions for both problems are derived.

Functional differentiation of the PGFL is the result

of a double limit. A theoretical question naturally arises,

“Can these limits be interchanged?” The answer is,

“Yes, for the problems of interest here.” This result

seems to be new. It gives a better understanding of

PGFLs and their relationship to classical probability

generating functions (PGFs).

Section II speaks of the PGFL as an encoding of the

multitarget tracking problem and functional differenti-

ation of the PGFL as the decoding algorithm. Section

III gives a simple example of the method we use to

reduce PGFLs to secular functions. Section IV proves

that for the class of PGFLs of interest in this paper,

ordinary derivatives of secular functions are identical to

functional derivatives of PGFLs. Section V gives sev-

eral examples of secular functions, including those for

multisensor and extended-target tracking problems. Sec-

tion VI discusses finite differences and series expansion
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methods for approximating secular functions. Section

VII gives conclusions.

2. FINITE POINT PROCESSES AND PGFLS

The grand canonical ensemble is defined to be the

set of all finite lists of points in a given space. A

random variable whose outcomes are in this ensemble

is called a finite point process. When the space is

continuous (i.e., it has no discrete elements) and the

probability distribution is orderly (i.e., the underlying

Borel measure has no atoms), realizations of the finite

point process cannot have repeated elements, that is,

the outcomes of the finite point process are sets with

probability one.

Some familiarity is assumed with the definitions and

properties of finite point processes such as given in

[1, 3, 10, 12]. Such familiarity should include PGFLs,

which are defined in [10] as an expectation of a ran-

dom product with respect to a probability distribution

over the grand canonical ensemble. Finally, readers are

assumed to be familiar with the application of PGFLs to

multitarget tracking, for which see [7] or the comparison

paper [13].

In applications of finite point processes to Bayesian

multitarget tracking, the joint measurement-target PGFL

“encodes” the over-all probability structure of the prob-

lem. The measurement-to-target/clutter assignments are

assumed unknown in this paper, so the probabilistic

structure is inherently combinatorial. The PGFL of the

Bayes posterior process is derived from the joint PGFL

by conditioning on the measurement set.

To find the Bayes posterior probability of a given

event, it is necessary to “decode” its PGFL. Decoding

is equivalent to functional differentiation of the PGFL.

Differentiation is straightforward in principle, but it

often has high computational complexity because large

numbers of different kinds of terms can appear in the

functional derivatives. Decoding the PGFL of the Bayes

posterior point process is the problem of interest in this

paper.

The primary purpose of the paper is to show that

functional derivatives of the PGFL are equivalent to or-

dinary derivatives of functions that are easily derived

from the PGFL. These functions are of independent in-

terest, so we refer to them as secular functions. Several

examples are given in Section V. The number of terms in

their derivatives is prohibitively large, so the symbolic

derivatives are not shown; however, the derivatives can

be found using widely available software. Many soft-

ware packages can be configured to evaluate the sym-

bolic derivative numerically at specified points–thus

avoiding the need for manually recoding. The secular

method is exact, not approximate.

For particle tracking filter implementations, we need

to evaluate the functional derivative of the PGFL for

every particle (point) in the current particle set. These

numerical values are used to update the particle weights,

and they are subsequently used to resample the particles

in the SMC update step. The same particle weights can

also be computed by evaluating the symbolic deriva-

tives of secular functions. This procedure is potentially

important for applications in which derivatives are too

difficult to find by hand; however, further discussion is

outside the scope of the paper.

3. ILLUSTRATIVE EXAMPLE

Secular functions are obtained from PGFLs by a

straightforward procedure. In this section we illustrate

the technique with an example not unlike what is en-

countered in tracking applications.

The PGF of a Poisson distributed random number

N ¸ 0 with mean ¸¸ 0 is given by F(s) = exp(¡¸+
¸s), where s is a complex-valued variable. Define the

functional I[g] =
R
Y
g(y)q(y)dy, where Y is a closed

and bounded subset of R2 and q(¢) is a continuously
differentiable probability density function (PDF) in the

interior of Y. The function g(¢) is assumed to be such
that jg(y)j · 1 for all y 2 Y and infinitely differentiable
in the interior of Y. Define the functional

ª [g] = F(I[g]) = exp

μ
¡¸+¸

Z
Y

g(y)q(y)dy

¶
: (1)

Note that ª[g] is the PGFL of the nonhomogeneous

Poisson point process on Y whose intensity function is

¸q(¢). Using the Calculus of Variations, let the variation
°(¢) be a bounded function on Y and infinitely differen-
tiable in the interior of Y. The functional derivative of

ª[g] with respect to the variation °(¢) is defined by
@ª

@°
[g]´ dª[g+®°]

d®

¯̄̄̄
®=0

= ¸

μZ
Y

°(y)q(y)dy

¶
exp

μ
¡¸+¸

Z
Y

g(y)q(y)dy

¶
:

(2)

Ordinary derivatives are denoted by “d” to distinguish

them from functional derivatives which are denoted by

“@.” Let c be an interior point of Y. Denote the Dirac

delta function at c by ±c(y). We will often refer to ±c(y)

as an “impulse” at the point c. Let °cn(y), n= 1,2, : : :,

denote a sequence of test functions for ±c(y). (General

discussions of test functions are widely available; see

the classic text [6].) There are many possible choices

for °cn(y). To be specific, we take °
c
n(y) to be the PDF of

a bivariate Gaussian random variable with mean c and

covariance matrix equal to the identity matrix scaled

by n¡2 that is truncated and normalized to integrate
to one on Y. Thus, °cn(y) is non-negative, infinitely

differentiable interior to Y, and is unimodal with a

maximum value occurring at the point c. The sequence

itself is not bounded. For such test sequences it is easy

to prove that

lim
n!1

Z
Y

q(y)°cn(y)dy = q(c): (3)
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Note that the integral in (3) is evaluated before taking

the limit. For each n, it follows from (2) that

@ª

@°cn
[g] = ¸

μZ
Y

°cn(y)q(y)dy

¶
exp

μ
¡¸+¸

Z
Y

g(y)q(y)dy

¶
:

(4)

The functional derivative of the PGFLª[g] with respect

to an impulse at c 2 Y is the limit of (4) as n!1. Thus,
using (3),

@ª

@c
[g]´ lim

n!1
@ª

@°cn
[g] = ¸q(c)exp

μ
¡¸+¸

Z
Y

g(y)q(y)dy

¶
:

(5)

Using (1), we define

J(®) = lim
n!1ª[g+®°

c
n]

= exp

μ
¡¸+¸

Z
Y

g(y)q(y)dy+¸®q(c)

¶
: (6)

The ordinary derivative J 0(0) is identical to (5). In this
paper we call J(¢) a secular function.
The example shows that the functional derivative of

the PGFL (1) at c is identical to the derivative of its

secular function (6) at zero. The next section shows that

the technique extends to more general problems.

4. SECULAR FUNCTIONS

Our goal is to present results of the kind needed for

tracking applications, not to give a general mathematical

treatment. We assume that F(s) =
P1
n=0Prfngsn is the

PGF of a discrete random variable with outcomes in the

non-negative integers, N. Thus, F(s) is analytic at the
origin in the complex s-plane, C. Because F(1) = 1, it
is analytic in a region that includes the closed unit disc.

Let Y be a closed and bounded subset of the Euclidean

space Rd, d ¸ 1. The function q : Y!R is assumed to
be a PDF on Y and continuously differentiable at interior

points of Y except possibly for jump discontinuities

of the kind that occur, e.g., by truncating a Gaussian

distribution. The function g : Y!R is assumed to be

such that jg(y)j · 1 for all y 2 Y. The functional ª [g]
is defined as in the example, that is,

ª [g] = F

μZ
Y

g(y)q(y)dy

¶
: (7)

Let the variation ° : Y!R be bounded, i.e., for some

number B, j°(y)j · B <1 for all y 2 Y. Then ª[g+
®°], considered as a function of the complex variable ®,

is analytic in an open neighborhood of the origin, i.e.,

in the open disc j®j< r where r is sufficiently small.
The functional derivative of ª [g] with respect to ° is

defined by

@ª

@°
[g] =

dª[g+®°]

d®

¯̄̄̄
®=0

: (8)

Substituting (7) into (8) gives, by direct calculation,

@ª

@°
[g] = F(1)

μZ
Y

g(y)q(y)dy

¶Z
Y

q(y)°(y)dy, (9)

where F(1)(¢) denotes the ordinary first derivative of F(¢).
We seek the functional derivative of ª[g] with re-

spect to an impulse at the point c 2 Y. As in the example,
let °cn(y), n= 1,2, : : :, denote a sequence of test functions

for the Dirac delta function ±c(y) at c 2 Y. Test func-
tions are bounded, so the functional derivative of ª[g]

with respect to a given test function is well-defined. The

functional derivative of ª[g] with respect to an impulse

at c is defined by the limit

@ª

@c
[g]´ lim

n!1
@ª

@°cn
[g]

= F(1)
μZ

Y

g(y)q(y)dy

¶
lim
n!1

Z
Y

q(y)°cn(y)dy

= F(1)
μZ

Y

h(y)q(y)dy

¶
q(c): (10)

Using the same test sequence, the secular function

corresponding to ª [g] is defined by

J(®;c) = lim
n!1ª[g+®°

c
n]

= lim
n!1F

μZ
Y

g(y)q(y)dy+®

Z
Y

°cn(y)q(y)dy

¶
= F

μZ
Y

g(y)q(y)dy+®q(c)

¶
: (11)

Taking the limit inside the argument of F(¢) is justified
by analyticity. Note that J depends implicitly on g. The

derivative of J with respect to ® evaluated at zero is

dJ

d®
(0;c) =

d

d®
J(®;c)

¯̄̄̄
®=0

= F(1)
μZ

Y

g(y)q(y)dy

¶
q(c):

(12)

Comparing (12) and (10) shows that

@ª

@c
[g] =

dJ

d®
(0;c): (13)

Thus, the functional derivative of ª is identical to the

ordinary derivative of its secular function J .

The result (13) does not alter the theory of PGFLs

and their functional derivatives. It does, however, show

that functional derivatives of the PGFL can be replaced

by ordinary derivatives of the secular function. This

means that many functions of interest in tracking ap-

plications (e.g., intensity and pair-correlation) can be

found by differentiating the secular function of the

PGFL.

The functional derivative of the PGFL is a double

limit. The above results show that the order in which

A TECHNIQUE FOR DERIVING MULTITARGET INTENSITY FILTERS USING ORDINARY DERIVATIVES 5



these limits are taken can be interchanged. Informally,

lim
n!1 lim®!0

dª [g+®°cn]

d®

=
@ª

@c
[g]

=
dJ

d®
(0;c) = lim

®!0
lim
n!1

dª [g+®°cn]

d®
: (14)

4.1. Extensions for Multivariate PGFs and
Cross-Derivatives

The basic result (13) extends to more general func-

tions and functionals. Suppose that

ª [g] = F

μZ
Y

g(y)q1(y)dy, : : : ,

Z
Y

g(y)qk(y)dy

¶
, (15)

where F(s1, : : : ,sk), k ¸ 1, is the multivariate PGF of a
random vector of integers with outcomes in Nk. Hence,
F(¢) is analytic at the origin 0= (0, : : : ,0) 2 Ck. The
functions qi : Y!R, i= 1, : : : ,k, are assumed to be con-
tinuously differentiable PDFs on Y except possibly for

jump discontinuities. As before, let c be interior to Y,

and let °cn(y), n= 1,2, : : :, be a test sequence for ±c(y).

The secular function of ª[g] is defined to be

J(®;c) = lim
n!1ª[g+®°

c
n]

= lim
n!1F

μZ
Y

(g(y)+®°cn(y))q1(y)dy, : : : ,Z
Y

(g(y)+®°cn(y))qk(y)dy

¶
= F

μZ
Y

g(y)q1(y)dy+®q1(c), : : : ,Z
Y

g(y)qk(y)dy+®qk(c)

¶
:

The ordinary derivative is

dJ

d®
(0;c) =

dJ

d®

¯̄̄̄
®=0

=

kX
`=1

F
(1)
`

μZ
Y

g(y)q1(y)dy, : : : ,Z
Y

g(y)qk(y)dy

¶
q`(c),

(16)

where F(1)` (¢) denotes the (ordinary) first derivative of
F(¢) with respect to argument `. Direct calculation of the
functional derivative of ª[g] with respect to an impulse

at c shows that it is identical to the right hand side of

(16). Thus, (14) holds for PGFLs of the form (15).

The functional derivative with respect to impulses at

points y= fy1, : : : ,ymg, m¸ 0, is defined by

ªy[g]´
@m

@y1 ¢ ¢ ¢@ym
ª [g]: (17)

The points yi 2 Y are assumed distinct. Let °yin (y), n=
1,2, : : :, denote a test function sequence for the Dirac

delta function at yi. The secular function of (15) is

defined (cf. [10, Eqn. (4.11)] and (26)—(27) below) by

substituting a test sequence for a weighted train of Dirac

delta functions:

J(®;y) = lim
n!1ª

"
g(y) +

mX
i=1

®i°
yi
n (y)

#

= F

ÃZ
Y

g(y)q1(y)dy+

mX
i=1

®iq1(yi), : : : ,

Z
Y

g(y)qk(y)dy+

mX
i=1

®iqk(yi)

!
, (18)

where ®= (®1, : : : ,®m)
T 2 Rm. The secular function is

thus a function of the coefficient vector ® and depends
implicitly on the function g. It is easily seen that

ªy[g] = J®(0;y)´
dm

d®1 ¢ ¢ ¢d®m
J(®;y)

¯̄̄̄
®1=¢¢¢=®m=0

, (19)

where 0 denotes the zero vector. Thus, the functional
derivative of ª with respect to impulses at the points

y´ fy1, : : : ,ymg is identical to the first order mixed

derivative of the secular function. Such derivatives are

called cross-derivatives in the automatic differentiation

literature [5]. See Section VI for further comment on

this topic.

4.2. Secular Functions for Multivariate PGFLs

Joint PGFLs correspond to two or more finite point

processes defined on possibly different spaces. In track-

ing applications, for example, the joint PGFL can be the

joint measurement-target process on the measurement

space Y and the target space S. The discussion here is

limited to these processes. The PGFLª[g,h] is assumed

known. The extension to more than two processes is

straightforward.

Conditioned on the (distinct) measurements y=
fy1, : : : ,ymg, m¸ 0, the PGFL of the Bayes posterior

point process is the normalized functional derivative:

ª[h j y]´ ªy[g,h]jg(¢)=0
ªy[g,1]jg(¢)=0

=
ªy[0,h]

ªy[0,1]
, (20)

where the functional derivative with respect to impulses

at the points of y is

ªy[g,h]´
@m

@y1 ¢ ¢ ¢@ym
ª [g,h]: (21)

As a check, note that ª[1 j y] = 1 for all y. The nth
factorial moment of (20) is defined to be the functional

derivative with respect to impulses at the (distinct)

points x= fx1, : : : ,xng, n¸ 0; explicitly,

m[n](x1, : : : ,xn) =ªx[h j y]jh(¢)=1 ´
@n

@x1 ¢ ¢ ¢@xn
ª[1 j y]

=
ªyx[0,1]

ªy[0,1]
, (22)
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where

ªyx[g,h]´
@m

@y1 ¢ ¢ ¢@ym
@n

@x1 ¢ ¢ ¢@xn
ª[g,h]: (23)

Note that the nth factorial moment is a function of the

point x. For a careful definition of factorial moments,

see [10], the definitive text [3], or the recent paper [13].

The first factorial moment is commonly known as

the intensity function of the point process. In tracking

applications it is sometimes called the probability hy-

pothesis density (PHD). For n= 1, (22) can be written

in an interesting logarithmic form as

m[1](x1) =
@

@x1
logª[h j y]

¯̄̄̄
h(¢)=1

: (24)

Intuitively, the second factorial moment is a “two point”

intensity function. The pair correlation function for

x1 6= x2 is defined as the ratio

½(x1,x2) =
m[2](x1,x2)

m[1](x1)m[1](x2)
: (25)

From the independent sampling property of PPPs it

can be shown that m[2](x1,x2) =m[1](x1)m[1](x2), so that

½(x1,x2) = 1. A point process is said to be attractive

if ½(x1,x2)> 1 for all distinct points, and repulsive if

½(x1,x2)< 1.

The derivative of the PGFL is evaluated for the con-

stant functions g(¢) = 0 and h(¢) = 1 to find, respectively,
the event probabilities and factorial moments. For this

reason we employ the simultaneous perturbations (see

[10, Eqn. (4.11)])

g(y) =

mX
i=1

®i±yi (y), y 2 Y, (26)

h(s) = 1+

nX
j=1

¯j±xj (s), s 2 S, (27)

where ®= (®1, : : : ,®m) 2Rm and ¯ = (¯1, : : : ,¯n) 2 Rn.
The sums are defined to be zero for m= 0 and n= 0.

Therefore, the secular function corresponding to the

joint PGFL is

J(®,¯;y,x) =ª

24 mX
i=1

®i±yi (y),1+

nX
j=1

¯j±xj (s)

35 : (28)

The test function sequence forms of (26)—(28) are some-

what tedious, so we do not use them. (The result is

unchanged by using test sequence versions of these

expressions.) The methods of the previous subsection

show that the ordinary derivatives of J are identical to

the functional derivatives of ª ; explicitly,

J®¯(®,¯;y,x)j®=0,¯=0 ´ªyx[g,h]jg(¢)=0,h(¢)=1: (29)

Therefore, functional derivatives of the joint PGFL can

be replaced wherever they occur by ordinary derivatives

of its secular function.

Of particular interest is the first factorial moment, or

intensity, of the Bayes posterior point process. This is

the special case n= 1 of (24). Written in terms of the

secular function, with ¯ = ¯1 and x= x1,

m[1](x1) =
d

d¯1
logJ®(0,¯1;y,x1)

¯̄̄̄
¯1=0

: (30)

Recall that we evaluate the derivative at ¯1 = 0 because

(27) is a perturbation about h(s) = 1. The second fac-

torial moment of the Bayes posterior process is, from

(22) with n= 2,

m[2](x1,x2)´
1

J®(0,0;y,x)

d2

d¯1d¯2
J®(0,¯;y,x)

¯̄̄̄
¯1=¯2=0

,

(31)
where ¯ = (¯1,¯2) and x= (x1,x2).

5. EXAMPLES OF SECULAR FUNCTIONS

Example 1 starts with the joint PGFL of the single

sensor point target problem. The PHD intensity filter

is derived from the secular function of the PGFL of

the Bayes posterior point process. Time indexing in this

and the other examples is suppressed to simplify no-

tation. The pair-correlation function is derived in Ex-

ample 2. Secular functions have little to offer in these

examples because functional derivatives can be evalu-

ated by hand. The joint PGFLs for multisensor target

tracking and extended-target tracking are given in Ex-

amples 3 and 4, respectively. The corresponding sec-

ular functions are then derived. The functional deriva-

tives cannot be found by hand for these examples but

the ordinary derivatives of the secular functions can be

found using reliable and efficient software. These ex-

pressions are identical to the functional derivatives of

the PGFL.

5.1. Example 1: Secular Functions for the
PHD/Intensity Filter

The Bayes posterior point process is not a Poisson

point process (PPP). To close the Bayesian recursion,

the posterior process is approximated [7] by a PPP

whose intensity function is matched to the intensity, or

first moment, of the Bayes posterior process. Predicting

the intensity of this PPP approximation forward to the

current time gives a PPP with intensity f(s). After the

prediction step, the joint PGFL of the measurement-

target process is

ª[g,h] = exp

·
¡
Z
Y

¸(y)dy+

Z
Y

g(y)¸(y)dy¡
Z
S

f(s)ds

+

Z
S

h(s)f(s)ds¡
Z
S

h(s)PD(s)f(s)ds

+

Z
S

Z
Y

g(y)h(s)p(y j s)PD(s)f(s)dyds
¸
,

(32)
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where Y and S are the sensor measurement and tar-

get state spaces, respectively, ¸(y) is the intensity func-

tion of a PPP model for sensor clutter measurements,

PD(s) is the probability of detecting a target in state

s, and p(y j s) is the sensor measurement likelihood
function. The PGFL is defined for bounded functions

g : Y!R and h : S!R. The PGFL (32) depends on

many assumptions about target motion, target mea-

surement, the clutter process, and the measurement-to-

target assignments, to name only a few. These assump-

tions and the derivation of the PGFL are not given

here because we take the joint PGFL as our starting

point. Further details can be found in [7] and also

in [13].

The secular function is defined by (28). In the case

of the PGFL (32), this gives

J(®,¯;y,x)

=G0 exp

"
mX
i=1

®i

μ
¸(yi)+

Z
S

p(yi j s)PD(s)f(s)ds
¶

+

nX
j=1

¯j(1¡PD(xj))f(xj)

+

mX
i=1

nX
j=1

®i¯jp(yi j xj)PD(xj)f(xj)
35 ,
(33)

where

G0 = exp

·
¡
Z
Y

¸(y)dy¡
Z
S

f(s)PD(s)ds

¸
: (34)

Note that J(¢) is the exponential of a quadratic poly-
nomial in the components of the vectors ® and ¯. The

derivatives of J(¢) are straightforward to compute by
hand when minfm,ng is small.
The PGFL of the Bayes posterior point process is,

using (20),

ª[h] =
ªy[0,h]

ªy[0,1]
: (35)

The intensity function of this process is m[1](x1). It is

given in terms of the secular function by (30), where

the derivative J®(¢) is, from (33) with n= 1,

J®(0,¯1;y,x1)

= J(0,¯1;y,x1)

£
mY
i=1

μ
¸(yi) +

Z
S

h(s)p(yi j s)PD(s)f(s)ds

+¯1p(yi j x1)PD(x1)f(x1)
¶
: (36)

The derivative of the logarithm of (36) with respect to

¯1 evaluated at ¯1 = 0 is

m[1](x1)

=
1

J®(0,0;y,x1)

d

d¯1
J®(0,0;y,x1)

= (1¡PD(x1))f(x1) +
mX
i=1

p(yi j x1)PD(x1)f(x1)
¸(yi) +

R
S
p(yi j s)PD(s)f(s)ds

:

(37)

The expression (37) is the PHD filter information up-

date.

5.2. Example 2. Pair-Correlation Function of the
Bayes Posterior Target Process

“Spooky action at a distance” [4] is a source of con-

cern using point process models for tracking indepen-

dent targets. One cause is nontrivial pair-correlation [1]

in the Bayes posterior process. It is shown in this exam-

ple that the Bayes posterior target process is repulsive

for all x1 and x2. This result was first derived in [2].

For Example 1 the second factorial moment is given

by the normalized second derivative (31) of the secular

function. The derivative J®(¢) is, using (33) with n= 2,
J®(0,¯;y,x)

= J(0,¯;y,x)
mY
i=1

0@¸(yi)+Z
S

h(s)p(yi j s)PD(s)f(s)ds

+

2X
j=1

¯jp(yi j xj)PD(xj)f(xj)
1A :
(38)

The first derivative of the logarithm of (38) with respect

to ¯`, `= 1,2, is

1

J®(0,¯;y,x)

d

d¯`
J®(0,¯;y,x)

= (1¡PD(x`))f(x`) +
mX
i=1

p(yi j x`)PD(x`)f(x`)
¸(yi)+

R
S
p(yi j s)PD(s)f(s)ds+

P2
j=1¯jp(yi j xj)PD(xj)f(xj)

: (39)
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Now let `= 1 in (39) and take the first derivative with

respect to ¯2. Setting ¯1 = ¯2 = 0, rearranging terms,

and substituting the first moment (37) evaluated at the

points x1 and x2 of x gives

1

J®(0,0;y,x)

d2

d¯1d¯2
J®(0,0;y,x)

=m[1](x1)m[1](x2)

¡
mX
i=1

p(yi j x1)PD(x1)f(x1)p(yi j x2)PD(x2)f(x2)¡
¸(yi)+

R
S
p(yi j s)PD(s)f(s)ds

¢2 :

(40)

From (31) the left hand side of (40) is seen to be the

second factorial moment of the PGFL (35) of the Bayes

posterior point process. Dividing by the product of first

factorial moments gives

½(x1,x2) = 1¡
1

m[1](x1)m[1](x2)

£
mX
i=1

p(yi j s1)PD(s1)f(s1)p(yi j s2)PD(s2)f(s2)¡
¸(yi) +

R
S
p(yi j s)PD(s)f(s)ds

¢2 :

(41)

It is evident that ½(x1,x2)< 1; therefore, the Bayes pos-

terior process is repulsive.

5.3. Example 3. Multisensor Multitarget Tracking
Filters

Let L¸ 1 sensors produce conditionally independent
measurements in the spaces Y`, `= 1, : : : ,L. Example 1

is the special case L= 1. The joint PGFL [9] can be

written explicitly as

ª [g1, : : : ,gL,h] = exp

Ã
¡

LX
`=1

Z
Y`
¸`(y)dy+

LX
`=1

Z
Y`
g`(y)¸`(y)dy¡

Z
S

f(s)ds

+

Z
S

h(s)f(s)

LY
`=1

μ
1¡PD`(s) +PD`(s)

Z
Y`
g`(y)p`(y j s)dy

¶
ds

!
, (42)

where the sensor likelihood functions and detection

probabilities are given by p`(y j s) and PD`(s), respec-
tively.

Let ®` = (®`i : i= 1, : : : ,m
`), `= 1, : : : ,L. The secular

function of (42) with respect to impulses at the sensor

measurements y` = fy`i : i= 1, : : : ,m`g, y`i 2 Y`, and at
target state x= x1 is found by substituting

g`(y) =

m`X
i=1

®`i ±y`
i
(y), y 2 Y`, `= 1, : : : ,L,

h(s) = 1+¯1±x1 (s): (43)

We do not discuss the pair-correlation function here,

so the perturbation of h requires only one term. The

logarithm of the secular function is

logJ(®1, : : : ,®L,¯1;y,x1)

=¡
LX
`=1

Z
Y`

¸`(y)dy+

LX
`=1

m`X
i=1

®`i ¸
`(y`i )¡

Z
S

f(s)ds

+

Z
S

f(s)

LY
`=1

0@1¡PD` (s) +PD` (s) m`X
i=1

®`i p
`(y`i j s)

1Ads

+¯1f(x1)

LY
`=1

0@1¡PD` (x1) +PD` (x1) m`X
i=1

®`i p
`(y`i j x1)

1A ,
(44)

where y= (y1, : : : ,yL). For n= 1 and L= 1, this expres-

sion is identical to (33).

Differentiating the secular function (44) with respect

to ®1, : : : ,®L and evaluating it for ®`i = 0 gives the sym-
bolic expression for the functional derivative at the point

x1 2 S. From (30), the symbolic derivative of the loga-

rithm of this expression evaluated at ¯1 = 0 gives the

exact numerical value of the intensity function at the

point x1. Except for trivial cases, these derivatives are

unsuited to manual differentiation because they have a

prohibitively large number of terms. Symbolic differen-

tiation packages can evaluate the required derivatives

in principle, at least for sufficiently small problems.

Nonetheless, regardless of the computer, these methods

will struggle for larger problems. (The potential of auto-

matic differentiation [5] to help in this problem remains

to be studied.)

5.4. Example 4. Extended-Targets and Multiple Sensors

The joint PGFL for extended-targets and L¸ 1 sen-
sors is

ª[g1, : : : ,gL,h]

= exp

Ã
¡

LX
`=1

Z
Y`

¸`(y)dy+

LX
`=1

Z
Y`

g`(y)¸`(y)dy

¡
Z
S

f(s)ds+

Z
S

h(s)f(s)

LY
`=1

ªD`[g` j s]ds
!
,

(45)
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where ªD`[g` j s] is the PGFL of the measurement

point process for a target at s 2 S. Let G`(z) denote
the generating function of the number ¿ ¸ 1 of target
measurements, conditioned on target detection. Thus

Pr`f¿ = 0g= 0 and

G`(z) =

¿`maxX
¿=1

Pr`f¿gz¿ , (46)

where z is the complex variable of the generating func-

tion and ¿`max ¸ 1 is the maximum number of measure-

ments that a target at s can produce in sensor `. Assum-

ing that targets generate i.i.d. measurements in sensor `

with PDF p`(¢ j s), the conditional measurement PGFL is

ªD`[g` j s] = 1¡PD`(s) +PD`(s)G`
μZ

Y`

g`(y)p`(y j s)dy
¶
:

(47)

For each s 2 S, ªD`[1 j s] = 1 since, by definition,

G`(1) = 1.

The special case of (45) for L= 1 and Poisson gen-

erating functions is discussed in [8] and the references

therein. The PGFL for L= 1 using a more general target

point process is given in [11].

Since targets can generate at most ¿`max measure-

ments, G`(z) is a polynomial of degree ¿`max. If ¿
`
max = 1,

targets generate at most one measurement with proba-

bility PD
`

(s), so G`(z)´ z and (45) reduces to the PGFL
(44) of Example 3. Another common model is that the

number of measurements is Poisson distributed with

mean ¹`, conditioned on at least one measurement, so

the generating function is G`(z) = (e¹`z ¡ 1)=(e¹` ¡ 1).
The joint PGFL for multiple sensors and multiple

target measurements is determined by substituting (47)

into (45). If only the intensity function is evaluated, the

perturbation of h is limited to one term, and the secular

function can be found using the same perturbations as

(43). The secular function of ª[g1, : : : ,gL,h] is then

logJ(®1, : : : ,®L,¯1;y,x1) =¡
LX
`=1

Z
Y`
¸`(y)dy+

LX
`=1

m`X
i=1

®`i ¸
`(y`i )¡

Z
S

f(s)ds

+

Z
S

f(s)

LY
`=1

0@1¡PD`(s)+PD`(s)G`
0@ m`X
i=1

®`i p
`(y`i j s)

1A1Ads
+¯1f(x1)

LY
`=1

0@1¡PD`(x1)+PD`(x1)G`
0@ m`X
i=1

®`i p
`(y`i j x1)

1A1A : (48)

Derivatives of the secular function can be found by dif-

ferentiating as needed under the integral sign (absolute

convergence holds). As in Example 3, the numerical

integrals can be calculated by summing the integrands

over the current particle set.

6. DERIVATIVES OF SECULAR FUNCTIONS

The natural way to use secular functions in most
applications is to find the exact symbolic derivatives
using a software package for ordinary differentiation.
Such software is often organized so that the symbolic
derivative can be evaluated numerically at specified
points, e.g., the particles in a particle filter, by exploiting
the internal software representation of the derivative.
This calculation bypasses the need to recode (or even
to examine) the symbolic expressions.
Automatic differentiation (AD) methods are rela-

tively new [5] techniques in which the numerical val-
ues of the symbolic derivative of a function are found
without finding the symbolic derivative. These are ex-
act methods (to machine precision), not approximations.
Moreover, the additional computational effort is propor-
tional to that of evaluating the function alone. AD meth-
ods are based on the chain rule. Their potential use for
tracking applications is outside the scope of the present
paper.
Alternatively, it may be worthwhile in some appli-

cations to consider classical numerical approximations
of the symbolic derivatives. Two such methods, finite
differences and Maclaurin series expansion, are briefly
considered in this section for computing the intensity
function.

6.1. Method 1: Classical Finite Differences

In the examples of Section V the derivatives of the
secular function with respect to ¯1 evaluated at ¯1 = 0

can be evaluated easily for any ®= (®1, : : : ,®L) 2 RM ,
where M =m1 + ¢ ¢ ¢+mL is the total number of sensor
measurements. Complexity grows with the number of
derivatives with respect to ®. The intensity function of
the Bayes posterior point process is

m[1](x) =

μ
dM

d®1 ¢ ¢ ¢d®M
J 0(®,0)

¶
®1=¢¢¢=®M=0μ

dM

d®1 ¢ ¢ ¢d®M
J(®,0)

¶
®1=¢¢¢=®M=0

: (49)

The derivatives in (49) can be approximated by classical

finite differences.

For real valued functions U :RM !R, the (sym-
metric) finite difference approximation to the cross-

derivative of U at the origin (0, : : : ,0) 2 RM is
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dmU

dx1 ¢ ¢ ¢dxM
(0, : : : ,0)

»= 1

"1 ¢ ¢ ¢"M2M
1X

¾1,:::,¾M=0

(¡1)¾1+¢¢¢¾MU((¡1)¾1"1, : : : ,

(¡1)¾M "M), (50)

where the increments "j are suitably “small.” In words,

the sum is over all 2M combinations of signs f+1,¡1g.
The constant "1 ¢ ¢ ¢"M2M in (50) cancels out of the

ratio (49), leaving only the sums in numerator and

denominator. The alternating signs in the sum (50)

can lead to underflow for sufficiently small increments.

Underflow can be reduced by accumulating the positive

terms and negative terms separately and then taking the

difference.

The number of terms in the finite difference form

(50) is not impractical for small values of M. For values

up to, say, M = 10, the difficulties encountered can be

mitigated by fast multi-core computers. Whatever the

limiting value of M, it is ultimately necessary to restrict

the measurement space to one or more “windows” that

contain at most M measurements.

6.2. Method 2: Maclaurin Series Expansion

PGFLs and their secular functions encode combina-

torial information. Consequently, truncating any series

approximation to them can be equivalent to a combina-

torial constraint. Truncating the Maclaurin series after

the linear term is shown to be such a case this subsec-

tion.

The secular functions in the examples of Section V

have the form, for some choice of constant s and vector

c 2RM ,
J(®,¯1;y,x1) = c0 exp(c

T®+¼(®) +¯1¼(®;x1)), (51)

where the function ¼ :RM £ S!R and ¼(®)´ R
S
¼(®;s)

ds. Expanding the integrand ¼(®;x) in a Maclaurin se-
ries gives

¼(®;s)»= ¼(0;s) + [r¼(0;s)]T®
+ 1

2
®T[r2¼(0;s)]®+ ¢ ¢ ¢ , (52)

where r¼(0;s)´ (r¼`(0;s) : `= 1, : : : ,M) 2 RM and

r2¼(0;s) 2 RM £RM are the gradient and Hessian ma-

trix of ¼(®;s), respectively, evaluated at ®= 0 2 RM .
Substituting (52) into (51) and retaining only linear

terms gives the approximate secular function

J(®,¯1;y,x1)

»= c0 exp
μ
cT®+

Z
S

[r¼(0;s)]T®ds+¯1[¼(0;x1)

+[r¼(0;x1)]T®]
¶
: (53)

It follows from (30) that the intensity function is

m[1](x1) = ¼(0;x1)+

MX
`=1

r¼`(0;x1)
c`+

R
S
r¼`(0;s)ds

: (54)

A close examination of the expression (54) for, say, Ex-

ample 3, shows that truncating the Maclaurin series to

linear terms is tantamount to the combinatorial restric-

tion that a target generate at most one measurement in at

most one sensor. This constraint is not realistic in many

problems.

Truncating the Maclaurin series after the quadratic

or higher order term will result in different combinato-

rial restrictions, the nature of which is not studied here.

The derivatives of these higher order expansions can be

evaluated numerically for use in particle filter imple-

mentations to evaluate performance.

7. CONCLUSIONS

It is shown that functional derivatives of the PGFL

are equivalent to ordinary derivatives of secular func-

tions. Symbolic derivatives of secular functions can be

found with widely available software. The secular func-

tion technique yields exact, not approximate, values of

the functional derivatives of the PGFL. It lends itself to

particle filter implementations because particle weights

can be found by evaluating derivatives of the secular

function, not functional derivatives of the PGFL. Em-

bedding symbolic differentiation software in production

code is somewhat unorthodox, but well within modern

computing capabilities.
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measurements. We propose a method to fuse both types of measure-

ments. Position measurements are obtained from landmarks on the

surface, i.e., they are fixed to a certain point on the surface. In

contrast, depth measurements reflect the depth measured along a

line emanating from a depth camera and are not fixed to a position

on the surface. The proposed approach uses a mixture of Cartesian

and polar or spherical coordinate to treat both measurement types

accordingly. By doing so, the uncertainties associated with the dif-

ferent measurement types are explicitly considered. The presented

method represents the surface by a spline and is applicable to both

2D and 3D applications. Surface estimation is considered as a re-

cursive filtering problem and standard nonlinear filtering methods

such as the unscented Kalman filter can be used to obtain surface

estimates. We show a thorough evaluation of the proposed approach

in simulations.
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1. INTRODUCTION

Many applications require the reconstruction of sur-

faces based on noisy measurements. For example, in

various medical applications the surface of organs needs

to be reconstructed from measurements that originate

from medical imaging technologies [22], [6], [29], [7].

Surface reconstruction is also a relevant topic in other

areas such as robotics [23] and computer graphics

[22], [11].

A practical application where the presented ap-

proach may be used is intra-operative beating heart

tracking for robot-assisted coronary artery bypass graft.

The idea behind this application has first been intro-

duced by Nakamura et al. in 2001 [24] and can be

summarized as follows. The surgery is carried out by

a robot that is remotely controlled by a surgeon. During

the surgery, the movement of the heart is observed by

sensors and this information is used to control the robot

in such a way that it automatically compensates for the

heart motion. The surgeon is in turn presented with a

stabilized image [17] of the heart and experiences the

illusion of operating on the still heart, which is a sig-

nificantly easier task. Because operating on the beating

heart is very difficult, currently operations are usually

performed on the stopped heart, which incurs significant

disadvantages for the patient’s health, such as a risk of

anemia and cerebral microembolization [16]. In order

to make robot-assisted beating heart surgery feasible,

an accurate reconstruction of the moving heart surface

is required.

Fig. 1. The considered setting: A depth camera observes a

deformable surface (light green) and obtains depth measurements

(red circle) along a line emanating from the camera (red line).

Additionally, some sparse landmarks (dark green) on the surface can

be tracked by other means (e.g., a stereo camera system).

For reconstructing a surface, we consider two differ-

ent types of measurements (see Fig. 1). First, there are

position measurements originating from certain points

located at a fixed positions on the surface. Position mea-

surements are typically obtained from landmarks on the

surface, for example structured regions that allow 3D re-

construction with a stereo camera system. Second, there

are depth measurements that do not originate from a

fixed point on the surface and only depend on the dis-

JOURNAL OF ADVANCES IN INFORMATION FUSION VOL. 9, NO. 1 JUNE 2014 13



Fig. 2. Depth measurements (red circles) and position measurements of a time-varying surface. Notice how the depth measurement is

obtained from different surface points as the surface deforms. (a) Beginning. (b) Middle. (c) End.

tance of a certain point in space to the surface along a

given line. Depth measurements can be obtained from

depth sensors such as time-of-flight (TOF) cameras or

sensors based on structured light such as the Microsoft

Kinect. The difference between position and depth mea-

surements is illustrated in Fig. 2.

While position measurements are typically sparse

but highly accurate, depth measurements tend to be

more plentiful, but less accurate and more suscepti-

ble to noise. On the one hand, stereo camera systems

may have a high resolution, but perform poorly in non-

structured areas. On the other hand, TOF sensors can

handle uniform surface areas, but have comparatively

limited resolution and accuracy. Thus, it is beneficial to

combine both types of measurements in order to achieve

a more accurate and robust reconstruction of the surface

compared to scenarios where only one type of measure-

ment is used. Fusion of information from different types

of sensors allows to alleviate the disadvantages of any

given sensor type.

Many practical applications are not limited to a

static scenario because the sensors and the surface move

relatively to each other. Furthermore, the surface may

deform and change shape over time. Consequently, our

goal is to track surface position and shape over time and

to include new information recursively as it is obtained.

Prior knowledge may be included to predict the future

evolution of the surface.

We now outline our main contribution. In this paper,

we introduce a novel method for surface reconstruction

suitable for both 2D and 3D applications. The proposed

method combines depth and position measurements to

recursively estimate the state of the surface while con-

sidering measurement uncertainties. It does not depend

on a particular choice of sensor and can be employed

in a wide area of applications. Our method is based on

a spline representation of the surface whose parameters

are recursively estimated using nonlinear filtering tech-

niques. Separate measurement equations for depth and

position measurements are derived in order to deal with

their individual characteristics.

1.1. Structure

The paper is structured as follows. In Sec. 2, we give

an overview of previous work in the area of surface re-

construction. The required prerequisites are introduced

in Sec. 3. The presented method is derived for the 2D

case in Sec. 4 and adapted to the 3D case in Sec. 5. We

propose some further enhancements in Sec. 6 and eval-

uate the proposed algorithms in simulations in Sec. 7.

Finally, we form a conclusion in Sec. 8.

Compared to our previous publication [18], we have

significantly extended Sec. 2 to give a more complete

overview of literature on the topic and Sec. 6, where we

give enhancements to the proposed method that allow

the incorporation of angular uncertainties and the use of

approximation rather than interpolation functions. We

have also performed an evaluation of the adaptive addi-

tion of nodes, which is given in Sec. 7. Furthermore, we

now provide additional explanations in various places as

well as a number of supplementary figures to illustrate

the proposed method.

1.2. Notation

We denote vectors by underlined letters x, matrices

by bold letters A, and angles by Greek letters ®.

n number of dimensions (n= 2 or 3)

k time index

p
1
, : : : ,p

m
points in Rn

f1, : : : ,fm function values in R
f(¢) interpolating function

Á(¢) radial basis function

c1, : : : ,cm coefficients in interpolating function

interpolate(p
k
,fk) interpolation algorithm that returns

interpolating function

xk system state in Rq
xek,x

p
k estimated and predicted state

ak(¢) system function

uk system noise with covariance Cuk
l number of landmarks

xa,bk position of landmark a in

dimension b

ŷ
k

position measurements

vk position measurement noise with

covariance Cvk
ẑk depth measurements

wk depth measurement noise with

covariance Cwk
®1, : : : ,®r measurement angles

sk(¢) interpolated surface

struek (¢) true surface
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Á1, : : : ,Ád angles for additional control points

in 2D

(Ái,μi)i=1,:::,d angles for additional control points

in 3D

x1,¤k , : : : ,x
d,¤
k depth of additional control points

¾add initial standard deviation for

additional control points

E¿k (¢) RMSE at given angle over ¿ time

steps ending at k

±1k , : : : ,±
r
k noise in angular domain with

covariance C±k in 2D

(±ik,´
i
k)i=1,:::,r noise in angular domain with

covariance C
±,´
k in 3D

¸ relaxation value for approximation

°1, : : : ,°e evaluation angles

Ek RMSE at evaluation angles

2. RELATED WORK

Traditional methods for surface reconstruction ex-

clusively rely on position measurements. For example,

Hoppe et al. presented a method to reconstruct a surface

based on unorganized points [11]. As a result of the in-

creasingly widespread use of depth cameras, algorithms

exclusively based on depth measurements have been in-

troduced, such as Kinect Fusion [13], [25].

However, approaches that try to combine both types

of measurements are still fairly new. An early approach

was published by Lindner et al. in 2007 [20]. This

approach combines information from a TOF camera and

a binocular camera to obtain a high-resolution colored

point cloud. However, the color information is not used

to obtain a more accurate estimate of the 3D shape of

the observed scene.

Gudmundsson et al. [9] proposed a fusion algorithm

for disparity maps obtained from stereo reconstruction

and depth information obtained by TOF cameras in or-

der to obtain higher quality disparity maps. The fusion is

achieved by converting the TOF depth values to dispari-

ties in the image frames. A more sophisticated approach

to the same problem has been presented by Zhu et al.

in 2011 [32]. It is based on Markov Random Fields

that describe the depth information and can be used to

probabilistically combine measurements from a stereo

camera system and a time-of-flight (TOF) camera. In the

fusion process, the respective uncertainties of both sen-

sor types are considered and their influence is weighted

accordingly.

In 2008, Guan et al. [8] proposed an algorithm to

combine images from several conventional cameras and

a TOF camera for the purpose of 3D object reconstruc-

tion. The conventional cameras are used to provide sil-

houette information and allow construction of the visual

hull, whereas the TOF camera is able to obtain depth

information in areas where concavities occur. A prob-

abilistic space occupancy grid, i.e., a voxel-based ap-

proach was used to obtain the object shape by calculat-

ing iso-probability surfaces with a graph-cut algorithm.

TABLE I

Comparison of fusion approaches.

Method representation stochastic recursive

Lindner [20] RGBD data no no

Gudmundsson [9] disparity map no no

Zhu [32] disparity map yes no

Guan [8] voxel yes no

Groch [7] voxel yes no

proposed spline yes yes

Groch et al. [7] have applied a very similar approach to

a medical application, but they fused stereo disparities

instead of silhouette information.

There are different ways of representing the recon-

structed surface. Depth sensors usually provide depth

maps or point clouds as raw data, but a more sophisti-

cated representation is desired. One common approach

is to use spatial discretization and represent the surface

as voxels [13], [8]. However, voxel-based approaches

typically require a lot of memory and computational

power if a high resolution is to be achieved. Another

common approach is to use triangular meshes [22].

While triangular meshes are usually more computation-

ally efficient than voxels, they require a large number

of triangles to provide a satisfactory reconstruction of

rounded shapes. An alternative is to describe the sur-

face as a spline, which can be stored in a very compact

form as it is uniquely defined by a small number of

control points [19], [2], [1]. Splines are very suitable

for smooth surfaces without rough edges. Unlike vox-

els or triangular meshes, splines can be evaluated at an

arbitrary resolution and still appear smooth. Stochastic

formulations of splines have previously been used by

Brunn et al. [5]. Gaussian processes can also be used to

model uncertain surfaces [26]. In fact, the spline based

interpolation used in the proposed approach could easily

be replaced with a Gaussian process regression.

Furthermore, we have to distinguish between recur-

sive approaches that are able to include new information

as it is obtained and methods that only use information

from a single time step. Kinect Fusion [13] considers

point clouds at consecutive time steps and tries to align

them with the well-known iterative closest point algo-

rithm [4]. The proposed algorithm is also capable of

gaining more information over time because it is based

on nonlinear recursive filtering methods. However, most

approaches in this area are not recursive, i.e., they only

consider a single time step.

An overview of the mentioned approaches is given

in Table I. It should be noted that some approaches

are based on stochastic foundations, e.g., Markov Ran-

dom Fields, whereas others do not explicitly consider

stochastic uncertainties.

3. PREREQUISITES

Before describing the proposed method for surface

reconstruction, we introduce some prerequisites.

DYNAMIC SURFACE RECONSTRUCTION BY RECURSIVE FUSION OF DEPTH AND POSITION MEASUREMENTS 15



Fig. 3. Example of the interpolation achieved by the presented

algorithm for R! R interpolation, i.e., for n= 1. The control points
are p1, : : : ,p7 = 1,2,3,4,5,6,7 with values f1, : : : ,f7 = 2,2,4,2,2,1,2

and the basis function Á(x) is a thin plate spline.

3.1. Interpolation

Let m 2 N>0, p1, : : : ,pm 2 Rn and f1, : : : ,fm 2 R. The
goal of interpolation is to find a function f : Rn!R
with f(p

i
) = fi for 1· i·m where f is smooth in some

sense. There are various types of interpolation functions.

An overview can be found in [1]. The proposed method

does not depend on a particular choice of interpolation

method. For later use, we define a function

interpolate: ((Rn)m£Rm)! (Rn!R),

(p
1
, : : : ,p

m
;f1, : : : ,fm) 7! f

that maps points p
1
, : : : ,p

m
and values f1, : : : ,fm to their

interpolating function f 2 (Rn!R).
For the purpose of our experiments, we decided to

use Radial Basis Functions (RBF) [6], [2] for interpo-

lation, because they are easy to calculate by solving a

system of linear equations and are applicable for any

dimension n. The interpolating function f is given by

f(p) =

mX
j=1

cj ¢Á(kp¡pjk),

where Á :R¸0!R is the basis function, c1, : : : ,cm 2 R
are weighting coefficients, and k ¢ k is the Euclidean
norm. A popular choice of basis function is the thin

plate spline (TPS):

Á(x) =

½
x2 logx, x > 0

0, x= 0
:

Because the value of log(0) is undefined, we set Á(0) =

limx!0(x
2 log(x)) = 0. The reason why the TPS is com-

monly used as a basis function, is the fact that the inter-

polation function is C1 continuous and that it minimizes

the energy functionalZ 1

¡1

Z 1

¡1

μ
@2f

@x2

¶2
+2

μ
@2f

@x@y

¶2
+

μ
@2f

@y2

¶2
dxdy,

which means that it provides in a certain sense the

smoothest possible interpolation function.

The weighting coefficients c1, : : : ,cm can be obtained

by solving the system of m linear equations

fi =

mX
j=1

cj ¢Á(kpi¡pjk), 1· i·m:

The algorithm is given in Algorithm 1. We show an

example of the interpolation produced by this algorithm

in Fig. 3.

ALGORITHM 1 Interpolation based on RBFs.

Input: radial basis function Á :R¸0!R;
points p1, : : : ,pm 2 Rn;
values f1, : : : ,fm 2 R
Output: interpolation function f :Rn!R

// prepare matrix of RBF values
AÃ (m£m matrix);
for iÃ 1 to m do
for jÃ i to m do
A(i,j)Ã Á(kpi¡pjk);
// A is symmetric
A(j, i)ÃA(i,j);

end

end
// solve A ¢ [c1, : : :cm]T = [f1, : : : ,fm]T
[c1, : : :cm]

TÃA¡1[f1, : : : ,fm]
T;

// obtain interpolation function
fÃ (p 7!Pm

j=1 cj ¢Á(kp¡pjk));
return f;

3.2. Polar and Spherical Coordinates

While many common approaches rely on Cartesian

coordinates exclusively, we use polar coordinates (in

2D) and spherical coordinates (in 3D) to simplify cer-

tain computations similar to [3]. The transformation be-

tween Cartesian and polar coordinates is given by

x= rcos(Á),

y = r sin(Á),

and

r = k(x,y)Tk=
p
x2 + y2,

Á= atan2(y,x):

For spherical coordinates, there are several common

definitions. We use the convention

x= rcos(μ)cos(Á),

y = rcos(μ)sin(Á),

z = r sin(μ),

and

r = k(x,y,z)Tk=
p
x2 + y2 + z2,

Á= atan2(y,x),

μ = arcsin(z=r):
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Fig. 4. Spherical coordinates as used in this paper.

An illustration of the meaning of Á and μ is given in

Fig. 4. Be aware that we use μ as the angle between

the x-y-plane and the vector (x,y,z)T whereas some

common definitions use μ as the angle between the z-

axis and the (x,y,z)T vector. It also deserves mentioning

that some authors reverse the roles of Á and μ.

3.3. System and State Representation

For describing the estimate of the reconstructed

surface at time step k, we use the state vector xek 2 Rq.
We assume the state to be Gaussian-distributed with

covariance matrix Cek. A system model

x
p
k+1 = ak(x

e
k)+ uk

with system function ak : Rq!Rq and additive zero-
mean Gaussian noise uk »N (0,Cuk ) can be used to

describe the evolution of the state xk.

The structure of the system with the estimator is

depicted in Fig. 5. If the system model is linear, the

Kalman filter formulas [15] can be used to perform the

prediction step. Otherwise a nonlinear filter such as the

Fig. 5. The structure of the system and the recursive estimator. We propose two separate measurement updates for depth and

position measurements.

unscented Kalman filter (UKF, [14]) can be applied.

Note that even if the system model is linear, we still need

a nonlinear filter for the depth measurement update.

If the system does not follow any known dynamics,

a random walk model may be used. In static cases,

where the surface does not change over time, prediction

can be omitted. As our approach for estimating the

reconstructed surface is independent of the particular

details of the system model, we will focus on the

measurement model from now on.

4. SURFACE RECONSTRUCTION IN 2D

Let us first consider the 2D case. Although the 2D

case might not seem relevant at first, there are actually

a number of applications for 2D surface reconstruction.

For example, LIDAR (light detection and ranging) sen-

sors are commonly used in robotics and allow the re-

construction of obstacles as surfaces in 2D [30].

4.1. Position Measurements

We consider a set of l 2 N landmarks on the surface.
For tracking these landmarks, we define the state vector

at time step k as

xk = [x
1,1
k ,x

1,2
k : : : ,xl,1k ,x

l,2
k ]

T 2 R2l,
where xa,bk represents the position of landmark a 2
f1, : : : , lg in dimension b 2 f1,2g at time step k. In this
case, the measurement model is trivially given by

ŷ
k
= I2l£2l ¢ xk + vk,

where I2l£2l 2 R2l£2l is the identity matrix, ŷk is the
measurement at time step k, and vk is additive Gaussian

noise with vk »N (0,Cvk). As the measurement equation
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Fig. 6. Reconstructed and true surfaces in 2D. (a) Before state augmentation. (b) After state augmentation.

is linear, a Kalman filter [15] can be used to perform

the measurement update. The surface sk at time step k

can be found by performing an interpolation through

the currently estimated positions of the landmarks with

any suitable interpolation method.

4.2. Depth Measurements

In addition to position measurements, we now want

to include depth measurements into the estimation pro-

cedure. For the moment, we assume a single depth cam-

era. Without loss of generality, we define it to be located

at the origin of the coordinate system and facing towards

[1,0]T. We further assume that the depth camera can

obtain r 2N depth measurements ẑ1k , : : : , ẑ
r
k at r differ-

ent angles ®1, : : : ,®r. These angles are typically evenly

spread across the depth camera’s field of view. Con-

sequently, the measurement equation has to calculate

the intersections of the lines at angles ®1, : : : ,®r with

the surface. Depending on the surface representation,

calculating this intersection can be very difficult. One

of the key ideas of our approach is to use polar coor-

dinates, which nicely circumvents this problem. If we

parameterize the surface as a function sk :R!R which
maps angles ® to distances sk(®), the intersection for

the lines at angles ®1, : : : ,®r are trivially calculated as

sk(®1), : : : ,sk(®r).

This yields the measurement equation

ẑk =

2664
ẑ1k

...

ẑrk

3775=
2664
sk(®1)

...

sk(®r)

3775+wk,
sk(®) = interpolate (pk;fk)(®),

pk = (atan2(x
1,2
k ,x

1,1
k ), : : : ,atan2(x

l,2
k ,x

l,1
k )),

fk =

Ã°°°°°
"
x1,1k

x1,2k

#°°°°° , : : : ,
°°°°°
"
xl,1k

xl,2k

#°°°°°
!

withmeasurements ẑ
k
andGaussiannoisewk »N (0,Cwk ).

Intuitively, the landmark coordinates (xi,1k ,x
i,2
k )1·i·l are

converted to polar coordinates with angular coordinates

pk and radial coordinates fk. From these polar coordi-

nates, the interpolation function sk(¢) is obtained. By
evaluating the interpolation function sk(¢) at the mea-
surement angles ®1, : : : ,®r, we calculate the measure-

ment, which is finally disturbed by noise wk.

Be aware that wk not only contains the stochastic

error from the noise of the depth camera but also a

modeling error as a result of the spline interpolation.

The equations for pk and fk follow from the conver-

sion of Cartesian into polar coordinates as described in

Sec. 3.2. The surface function sk is derived from xk by

interpolation, which is in general nonlinear in xk. Thus,

it is necessary to use a nonlinear filter to perform the

depth measurement update. For example, the UKF [14],

the S2KF (Smart Sampling Kalman Filter) [28], or the

Gaussian filter introduced in [12] may be used.

4.3. State Augmentation

While it is possible to use depth measurements as

described previously, the achievable accuracy is still

strongly limited by the number of position measure-

ments. The reason for this issue is the fact that the num-

ber of degrees of freedom of the reconstructed surface

is determined by the number of position measurements.

An example of this limitation is depicted in Fig. 6. Be-

fore state augmentation, all four markers are estimated

correctly, but the estimated surface is very different from

the true surface. After augmenting the state, additional

nodes give the surface more degrees of freedom and the

true surface can be approximated much more closely.

To improve accuracy, we augment the state by ad-

ditional control points that do not correspond to land-

marks. One may be tempted to augment the state by the

Cartesian coordinates of points in R2, which lie some-
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where on the surface, and to try to estimate their po-
sition. However, as these points do not produce mea-
surements originating from a fixed position on the sur-
face, their location cannot be uniquely determined from
the measurements (see Fig. 2). Any position in space
that leads to the same interpolated surface sk is just as
reasonable an estimate as any other. Consequently, the
problem is underdetermined and the state is not observ-
able.
The key idea is to introduce additional nodes not as

arbitrary points in R2 but in polar coordinates as d 2 N
depths at certain fixed angles '1, : : : ,'d. This yields an
augmented state

xk = (x
1,1
k ,x

1,2
k , : : : ,x

l,1
k ,x

l,2
k| {z }

landmarks

, x1,¤k , : : : ,x
d,¤
k| {z }

additional control points

)T 2R2l+d,

where x1,¤k : : :xd,¤k are the depths at angles '1, : : : ,'d.
These angles are not part of the state, as they are not
estimated but chosen as fixed values. Consequently the
depths x1,¤k : : :xd,¤k are uniquely determined by the shape
of the surface and, hence, the state is observable.
This poses the question how the angles '1, : : : ,'d

should be chosen. Simple approaches include random
angles inside the camera’s field of view or angles that
lie on an evenly spaced grid. More sophisticated ways
to choose appropriate angles are discussed in Sec. 6.1.
The measurement equation for positions becomes

ŷ
k
= [I2l£2l02l£d]xk + vk,

with identity matrix I2l£2l 2 R2l£2l and zero matrix

02l£d 2 R2l£d, which just ignores the additional control
points. The measurement equation for depth becomes

ẑk =

2664
ẑ1k

...

ẑrk

3775=
2664
sk(®1)

...

sk(®r)

3775+wk,
sk(®) = interpolate (pk;fk)(®),

pk = (atan2(x
1,2
k ,x

1,1
k ), : : : ,atan2(x

l,2
k ,x

l,1
k ),

'1, : : : ,'d),

fk =

Ã°°°°°
"
x1,1k

x1,2k

#°°°°° , : : : ,
°°°°°
"
xl,1k

xl,2k

#°°°°° ,x1,¤k , : : : ,xd,¤k
!
,

which now includes the additional control points in the
interpolation process. Once again, the landmark coordi-
nates (xi,1k ,x

i,2
k )1·i·l are converted to polar coordinates.

Together with the additional control points, whose polar
coordinates are (Ái,x

i,¤
k )1·i·d, they form a list of points

with angular coordinates pk and radial coordinates fk.
The surface sk(¢) is calculated by interpolation through
all of these points. When augmenting the state, the co-
variance matrix is augmented as well according to

CekÃ
·
Cek 02l£d
0d£2l ¾2add ¢ Id£d

¸
with uncertainty ¾add > 0.

Augmenting the state vector also involves augment-

ing the system model. For this purpose, we define an

augmented system function ak :R2l+d!R2l+d that maps
the augmented state at time step k to the augmented state

at time step k+1. The system noise uk is augmented to

2d+ l dimensions as well. The details of this augmen-

tation depend on the system model that is used for the

given application. In case of a random walk model, the

additional dimensions can be assumed to conform to a

random walk model as well.

5. SURFACE RECONSTRUCTION IN 3D

For many applications that are relevant in practice,

3D surface reconstruction is required. Fortunately, the

presented methods can easily be applied to a 3D setting

as well.

To accommodate for the third dimension, a few

changes are required. Positions in R2 are replaced with
positions in R3 and polar coordinates are replaced with
spherical coordinates. We also change the surface rep-

resentation to a function sk :R2!R that maps pairs of
angles (®,¯) to distances sk(®,¯). Once again we as-

sume a single depth camera. Without loss of generality,

it is located in the origin, its orientation is aligned with

the coordinate system, and it is facing towards [1,0,0]T.

These modifications yield the state representation

xk = [x
1,1
k ,x

1,2
k ,x

1,3
k , : : : ,x

l,1
k ,x

l,2
k ,x

l,3
k| {z }

landmarks

,

x1,¤k , : : : ,x
d,¤
k| {z }

additional control points

]T 2R3l+d,

where xa,bk represents the position of landmark a in

dimension b 2 f1,2,3g at time step k. The angles of the
additional control points ('1,μ1), : : : , ('d,μd) are once

again fixed and not part of the state. The measurement

equation for positions is now

ŷ
k
= [I3l£3l03l£d]xk + vk,

and the measurement model for depth is

ẑk =

2664
ẑ1k

...

ẑrk

3775=
2664
sk(®1,¯1)

...

sk(®r,¯r)

3775+wk,
sk(®,¯) = interpolate (pk;fk)(®,¯),

pk =

0B@
264 atan2(x1,2k ,x

1,1
k )

arcsin

Ã
x1,3k

k(x1,1k ,x1,2k ,x1,3k )Tk

!375 , : : : ,
264 atan2(xl,2k ,x

l,1
k )

arcsin

Ã
xl,3k

k(xl,1k ,xl,2k ,xl,3k )Tk

!375 ,
·
'1

μ1

¸
, : : : ,

·
'd

μd

¸1CA ,
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fk =

0B@
°°°°°°°
264x

1,1
k

x1,2k

x1,3k

375
°°°°°°° , : : : ,

°°°°°°°
264x

l,1
k

xl,2k

xl,3k

375
°°°°°°° ,x1,¤k , : : : ,xd,¤k

1CA ,
where (®1,¯1), : : : , (®r,¯r) are the angles at which depth

measurements are obtained. The expressions for pk and

fk follow from the conversion of Cartesian into spherical

coordinates as introduced in Sec. 3.2.

6. ENHANCEMENTS OF THE PROPOSED METHOD

In this section, we present several enhancements to

the proposed method. These enhancements may not be

absolutely necessary to apply the proposed methods but

improve their performance and allow their use in a wider

variety of applications.

6.1. Adaptive Addition of Nodes

When augmenting the state by adding control points,

one has to choose the angles where the additional

nodes should be located. In the 2D case, we need to

determine the angles '1, : : : ,'d and in the 3D case the

pairs of angles ('1,μ1), : : : , ('d,μd). Simple approaches

may involve picking these angles at random within the

view of the depth camera or choosing angles that lie on

a grid.

However, these choices are usually not optimal.

Additional control points should be added adaptively in

areas where the error is large or where the expected gain

in accuracy is high. One approach for the 2D case is to

calculate the RMSE (root mean square error) between

estimate and measurement

E¿k (®i) =

vuut1

¿

¿¡1X
j=0

(sk¡j(®i)¡ ẑik¡j)2

at time step k within a sliding window of length ¿ 2 N
for each angle ®1, : : : ,®r. A large RMSE suggests a

control point at this position may be desirable and thus

one should choose

'= argmax
®i ,1·i·r

(E¿k (®i))

as the angle of the new control point. This approach

can be generalized to the 3D case by using the error

function

E¿k (®i,¯i) =

vuut1

¿

¿¡1X
j=0

(sk¡j(®i,¯i)¡ ẑik¡j)2

and obtaining the new control point according to

(',μ) = argmax
(®i,¯i),1·i·r

(E¿k (®i,¯i)):

In our experiments, we found that adding nodes

successively tends to give better results than adding

several nodes at once.

6.2. Handling Missing Measurements

In a practical setting, both position and depth mea-

surements may be missing, for example when a tracked

landmark is occluded or when the depth sensor is unable

to provide a valid depth measurement at a certain angle.

It is possible to handle these cases with slight modifica-

tions to the proposed method. The measurement models

for both position and depth can simply omit the entries

of ŷ
k
and ẑk that could not be measured at time step k.

Consequently, even a surface that is never visible as a

whole at any given time step can be reconstructed over

time.

6.3. Angular Uncertainty

The approach, as introduced before, assumes that the

measurement angles ®1, : : : ,®r are exactly known and

that only the depth values at these angles are affected

by noise. This is a realistic assumption for certain depth

sensors like TOF-cameras, where depth measurements

are noisy but the measurement angles are fixed by the

optical properties of the camera. However, depth sensors

based on other measurement principles such as sensors

based on structured light may not fulfill this assumption.

It is possible to extend the presented approach to in-

clude uncertainty in the measurement angles in order to

more accurately model depth sensors whose measure-

ment angles are affected by non-negligible noise. For

this purpose, the measurement equation for depth has

to be modified to include non-additive noise terms. In

the 2D case, this yields

ẑk =

2664
ẑ1k

...

ẑrk

3775=
2664
sk(®1 + ±

1
k )

...

sk(®r+ ±
r
k)

3775+wk,
where [±1k , : : : ,±

r
k]
T »N (0,C±k) is zero-mean Gaussian

noise with covariance C±k. Nonlinear filters such as the

UKF can handle this kind of noise, typically by means

of augmenting the state with the non-additive noise

components. This method is also applicable to the 3D

case by changing the measurement equation to

ẑk =

2664
ẑ1k

...

ẑrk

3775=
2664
sk(®1 + ±

1
k ,¯1 + ´

1
k )

...

sk(®r+ ±
r
k,¯r+ ´

r
k)

3775+wk,
where [±1k , : : : ,±

r
k,´

1
k , : : : ,´

r
k]
T »N (0,C±,´k ) is zero-mean

Gaussian noise with covariance C
±,´
k .

6.4. More Than One Depth Camera

We previously assumed that our surface was ob-

served by just a single depth camera. This assump-

tion can be dropped by selecting a reference camera

and transforming the depth measurements of additional

cameras into the coordinate system of the reference

camera. The relation between the coordinate systems
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and the associated uncertainties can be obtained with

standard camera calibration procedures [31], [10].

If the cameras are observing the surface from suf-

ficiently different angles, angular uncertainty may be

introduced by the transformation into a different co-

ordinate system even if there was only uncertainty in

depth initially. If necessary, the angular uncertainty can

be handled as described in the previous section.

6.5. Choice of Interpolation or Approximation
Function

In Sec. 3.1, we introduced the commonly used inter-

polation method based on thin plate splines. However,

it should be noted that the proposed approach is not

tied to a particular interpolation method. Other inter-

polation schemes can easily be used by replacing the

interpolate(pk;fk) function with a different algorithm.

Overviews of possible interpolations methods can be

found in [1], [33], and [21]. Depending on the applica-

tion, the true shape of the surface may be more closely

approximated by a certain type of interpolation. Fur-

thermore, the choice of interpolation method influences

the scalability of the algorithm for a large number of

points m.

Furthermore, it is possible to consider a relaxed in-

terpolation problem and to require approximation only.

This means that f(p
i
) = fi does not need to hold ex-

actly, but we only require that f(p
i
)¼ fi. In the case of

thin plate splines this can easily be achieved by set-

ting A(i, i) = Á(0)+¸ for i= 1, : : : ,m in Algorithm 1,

where ¸ > 0 controls how strongly the problem is re-

laxed [27]. In our experiments, using an approximation

rather than an interpolation has proven to be more sta-

ble, because outliers that result from poorly estimated

points no longer affect the shape of the surface as much.

7. EVALUATION

In order to evaluate the proposed algorithm, we have

performed several simulations. All simulations use the

UKF [14] for nonlinear filtering. We use the following

constants:

² initial estimate xe0: uniformly random between 0 and 1
² initial covariance: Ce0 = 10 ¢ Iq£q
² initial variance for additional nodes: ¾2add = 10
² noise covariance for position: Cvk = 0:01 ¢ Iq£q
² noise covariance for depth: Cwk = 1 ¢ Ir£r
For interpolation, we apply the RBF algorithm de-

picted in Algorithm 1 and use a scaled version of the

thin plate spline as the RBF:

Á(x) =

½
(x=1000)2 log(x=1000), x > 0

0, x= 0
:

7.1. Simulations in 2D

As a performance measure, we want to determine

how similar the reconstructed surface is to the true sur-

face. For this purpose, we choose e 2 N evaluation an-
gles °1, : : : ,°e and define the RMSE Ek of the estimated

surface at time step k as

Ek =

vuut1

e

eX
i=1

(sk(°i)¡ struek (°i))
2,

where struek (¢) is the true surface in polar coordinates.
This can be interpreted as the error in depth, measured

from the camera towards the surface.

We consider a depth camera with a viewing angle of

60± and a resolution of r = 25 measurements at equidis-
tant measurement angles. There are e= 26 evaluation

angles, which are equidistant in a 72± angle around the
camera center, so we evaluate the extrapolation capabil-

ity of the algorithm as well.

7.1.1 Static Case:
The true surface that we try to estimate is given by

struek (°) = 11+2cos(9 ¢ °)

and does not change over time. Thus, we omit the pre-

diction step. This surface is the same as depicted in

Fig. 6. We start with l = 4 landmarks and no additional

nodes. From time step k = 10 to time step k = 20 we

add one node at each time step, so we have d = 11 ad-

ditional nodes afterwards. The angles '1, : : : ,'d are cho-

sen deterministically and are evenly distributed across

the camera’s view.

The simulation was carried out repeatedly and the

median and mean RMSE of the results of 100 Monte

Carlo runs are shown in Fig. 7a. As can clearly be seen,

the error is very high until time step k = 10, because the

surface description does not have a sufficient number of

degrees of freedom. After all additional nodes have been

inserted at k = 20, the estimate quickly converges to a

point where it has a consistently low error.

7.1.2 Dynamic Case:
We consider the same situation as in the static case

except for the fact that the surface is now time-variant.

The moving surface is given by

struek (°) = 11+2cos(9 ¢ °)+ sin(0:1 ¢ k)

and the system model is assumed to be unknown. Con-

sequently, we use a random walk model for prediction.

The system noise is modeled by the covariance matrix

C
»
k = diag(0:1, : : : ,0:1).

Once again, we performed 100 Monte Carlo runs

and calculated the mean and median RMSE. The results

are depicted in Fig. 7b. Overall the results look similar

to the static case, but the RMSE is generally higher as is

to be expected. The deviation between mean and median

shows that there are a few outliers, so estimation is not

quite as robust as in the static case.
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Fig. 7. Median and mean RMSE for each time step in the 2D case. Additional control points are inserted from time step k = 10 until

k = 20. (a) Static surface. (b) Dynamic surface.

Fig. 8. Reconstructed and true surfaces in 3D (static case). (a) Time step k = 9, without additional control points. (b) Time step k = 50, with

additional control points.

7.2. Simulations in 3D

Similar to the 2D case, we choose pairs of evaluation

angles (°1,±1), : : : , (°e,±e) and define the RMSE Ek at

time step k as

Ek =

vuut1

e

eX
i=1

(sk(°i,±i)¡ struek (°i,±i))
2,

where struek (¢, ¢) is the true surface in spherical coordi-
nates.

We assume a depth camera with a horizontal and ver-

tical viewing angle of 60± and a resolution of 25£ 25, so
r = 252 = 625. The measurement angles are located on

an equidistant 25£ 25 grid. For evaluation, we use ver-

tical and horizontal angle of 72± and 26£ 26 equidistant
evaluation angles.

7.2.1 Static Case:
Similar to the static 2D case, we consider a time-

invariant surface. In spherical coordinates, it is given by

struek (°,±) = 12+sin(7 ¢ °) + sin(7 ¢ ±):
Because the 3D surface has more degrees of freedom,

we start with l = 8 landmarks. Once again, we introduce

d = 11 additional control points from time step k = 10

to k = 20. The pairs of angles ('1,μ1), : : : , ('d,μd) are

evenly distributed across the field of view of the camera

in a deterministic way. The surface before and after

introducing additional nodes is depicted in Fig. 8. The
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Fig. 9. Absolute error in 3D (static case). (a) Time step k = 9, without additional control points. (b) Time step k = 50, with additional

control points.

Fig. 10. Median and mean RMSE for each time step in the 3D case. Additional control points are inserted from time step k = 10 until

k = 20. (a) Static case. (b) Dynamic case.

error between true and reconstructed surface can be seen

in Fig. 9.

Our results from 100 Monte Carlo runs are shown

in Fig. 10a. A comparison with Fig. 7a shows little

difference to the 2D case, although the range of values

is different because a different surface is reconstructed.

7.2.2 Dynamic Case:
For the dynamic 3D case we consider the time-

variant surface

struek (°,±) = 12+ sin(7 ¢ °)+ sin(7 ¢ ±) + sin(0:1 ¢ k):
The system model is a random walk model with system

noise C
»
k = diag(0:1, : : : ,0:1). Fig. 10b shows the results

from 100 Monte Carlo runs. This simulation demon-

strates that our methods works almost as well in a dy-

namic as in a static setting.

7.3. Adaptive Addition of Nodes

In this section, we evaluate the approach proposed

in Sec. 6.1 to add nodes adaptively in areas where the

modeling error is large. We consider the same scenario

as in the 2D static case (see Sec. 7.1.1). The sliding

window has a length of ¿ = 9. Three additional nodes

are inserted at time steps k = 10, k = 20 and k = 30.

For this simulation, we used an approximation with

relaxation value ¸= 10¡8 rather than an interpolation.
We performed 1000 Monte Carlo runs. The mean

and median RMSE is depicted in Fig. 11a. The increase

in accuracy is clearly visible each time a node is added.

Fig. 11b shows the angles, at which the additional nodes

are inserted. Obviously, these angles are not identical

in each run, but it is clearly visible that the three

additional nodes are mostly inserted at similar positions

(approximately ¡20±, 0±, and 20±).
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Fig. 11. Adaptive addition of nodes. Nodes are added at time steps k = 10, k = 20, and k = 30. (a) RMSE over time. (b) Angles where

nodes are added.

8. CONCLUSION

We have presented an algorithm for recursively com-

bining depth and position measurements for surface re-

construction considering uncertainties. Surface repre-

sentation as a spline allows for a compact state represen-

tation. The measurement equation for position is trivial

but deriving the measurement equation is challenging

if Cartesian coordinates are used. In order to solve this

issue, we have presented a way to use polar or spherical

coordinates, which simplifies the problem significantly.

Through evaluation by means of simulations we

have shown the viability of our approach in both 2D and

3D settings for static as well as dynamic surfaces. Our

experiments clearly demonstrate the benefits of adding

additional control points in order to better incorporate

depth measurements. We also demonstrate the viability

of the proposed method to adaptively choosing the

location of additional nodes. The considered examples

show how a much more accurate surface estimate can

be obtained by the combined use of position as well as

depth measurements.

Future research may include more sophisticated

ways to insert additional control points. A practical ap-

plication of the presented algorithm in a medical setting

is planned.
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The PMHT for Passive Radar

in a DAB/DVB Network

SORA CHOI

PETER WILLETT

SHENGLI ZHOU

Passive radar using Digital Audio/Video Broadcast (DAB/DVB)

signals with Orthogonal Frequency Division Multiplexing (OFDM)

must contend with measurements of range and range-rate only

(no, or very poor, angular information) and must deal with an

added and unwonted measurement-illuminator-target association.

But tracking systems using modified Joint Probabilistic Data As-

sociation (JPDA) filters and using particle filters have been sug-

gested and seem to work effectively to maintain tracks directly in the

Cartesian domain. In this correspondence, we present an alternative

Cartesian-domain tracking algorithm a version of the Probabilistic

Multi-Hypothesis Tracker (PMHT), to contend with the extra-list

data association in a natural way.
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I. INTRODUCTION

Passive Bistatic Radar (PBR), also known as Pas-

sive Coherent Location (PCL), uses illuminators of op-

portunity. Passive radar using signals in a single fre-

quency network modulated according to the Digital Au-

dio/Video Broadcasting (DAB/DVB) standards using

orthogonal frequency division multiplexing (OFDM)

has recently been of increasing interest. There has been

considerable research to develop tracking systems ad-

dressing its inherent difficulties [3]—[7], [10]—[13]; the

poor quality–or absence–of angular information, and

the lack of label of the transmitter on top of the usual

target/measurement association concerns.

First, there are algorithms using the Multi-Hypothe-

sis Tracker (MHT) [12], [13] addressing the com-

plexity problem from association ambiguities between

measurement, targets and illuminators by initially form-

ing two dimensional (measurement-target) hypotheses

in the two-dimensional range/Doppler domain. Tracking

is thence performed directly on target parameters by the

MHT without considering the association between mea-

surements and illuminators: the range/Doppler MHT ex-

tracts measurements and removes false alarms. Then,

de-ghosting is performed by evaluating likelihood prob-

abilities of possible data associations. When a Cartesian

track is confirmed, the remaining tracks from other pos-

sible associations are declared false and tracking starts

in the Cartesian domain.

This MHT approach is good but but is not without

issues. One is the appropriate motion model in range

and Doppler space: probably the target dynamics in the

Cartesian domain are known, the trajectories are not

easily described in a space of target parameters, because

the trajectories are related to illuminator/receiver/target

geometry and there is association ambiguity among

measurements, illuminators, and targets. And that is

another concern: the illuminator association is never

explicitly addressed.

Now, track maintenance algorithms that operate di-

rectly in Cartesian coordinates have been explored [4],

[5], one using modified Joint Probabilistic Data As-

sociation (JPDA) and another a particle filter. For the

former, in order to address the large number of three-

list hypotheses, a “super-target” idea was proposed; and

the particle filters work under the PMHT measurement

model that each measurement’s assignments are inde-

pendent of others’. These methods have also been ex-

amined downstream from an initiation approach (the

PMHTI method, suggested in [6]) that initiates tracks

in Cartesian coordinates.

In fact the PMHT seems to be an effective and

natural way to accommodate the data association with

the extra list (transmitters). So in this paper, we present

it: it is really very simple. This tracker, combined with

the initiation algorithm (the modified PMHTI method in

[6]), shows excellent performance in comparison with

the JPDA filter and particle filter.

JOURNAL OF ADVANCES IN INFORMATION FUSION VOL. 9, NO. 1 JUNE 2014 27



Section II explains what tracking in the Cartesian

domain involves. Section III presents the PMHT solu-

tion, as well as a brief summary of the modified ini-

tiation algorithm. There are results in Section IV. We

wish to note that although the motivating example is

DAB/DVB passive radar, the techniques here could ap-

ply to any multistatic system (e.g., sonar) with common

transmitter waveform. The common key ingredient is

the measurements’ lack of illuminator label.

II. MODEL

A. Process

We assume that there are multiple targets. For the

mth target the state

xm(ti) = [xm(ti), _xm(ti),ym(ti), _ym(ti),zm(ti), _zm(ti)]

is to be estimated, and comprises its location pm(ti) =
[xm(ti),ym(ti),zm(ti)]

T and velocity vm(ti) = [_xm(ti), _ym(ti),
_zm(ti)]

T.

Each target moves according to a model that makes

sense in the Cartesian1 domain, such as according to

kinematic dynamics or constant-speed turn. We assume

there are Mti targets at time ti, such that the goal is to

estimate ffxm(ti)g
Mti
m=1gTi=1. Track management (determi-

nation of Mti) is not the subject of this correspondence;

however, we suggest the techniques of [6] for initiation

(the more difficult component) and we later give some

suggestions for termination. We do not address track-

merging or -spawn.

There are Ns illuminators, the sth being located at

xs = [xs,ys,zs]
T; and there is assumed a single receiver

at xr = [xr,yr,zr]
T. The receiver can for target m mea-

sure bistatic range °(ti) and range-rate _°(ti), which are

given by

°(xm(ti),xs) = kpm(ti)¡ xrk+ kpm(ti)¡ xsk (1)

_°(xm(ti),xs) =
(pm(ti)¡ xr)T ¢ vm(ti)

kpm(ti)¡ xrk
+
(pm(ti)¡ xs)T ¢ vm(ti)

kpm(ti)¡ xsk
(2)

in which s 2 f1, : : : ,Nsg. The generic observation vector
in the absence of noise is given by

hs(x(ti)) = (°(x(ti),xs), _°(x(ti),xs))
T: (3)

Hence, the measurement at time ti for target m and

involving illuminator s is

z(ti) = hs(xm(ti)) + ºm,s(ti) (4)

with ºm,s(ti) independent, zero-mean and Gaussian mea-

surement noises of covariance Rm,s(ti).

While (4) is a function of the target xm(ti) and trans-

mitter xs, the observations available to the tracker at time
t consist of a set fz(r)(ti)g with components unlabeled
as to m nor s–the uncertainty as to the transmitter s

1Since these models are well known, this short paper simply defers

to references, for example [1].

is a new visitor to the usual “measurement-origin un-

certainty” (MOU) model. On the other hand, a familiar

ingredient to MOU is that although all combinations of

s and m (that is: Ns£M elements) might be thought an

“original” set of measurements, but these are thinned

according to a Bernoulli process: each is retained with

probability Pd and else discarded. Another familiar in-

gredient is that the set of survivors be augmented by

a Poisson set of false alarms uniformly distributed in

range & range-rate.

The PMHT model [8], [16], [19] is different, and

will be described in detail in the next section. However,

its features are:

² that the model is not generative: that is, it is posterior
to knowing the number of measurements available;

² that the a priori association probabilities (of each
measurement having arisen from target m and due to

transmitter s) are independent for each measurement;

and

² that each target/transmitter pair be represented at most
once per time ti in the observation set is not enforced;

The model is not reflective of our passive-radar

physics; however, it is clear and unashamed, and it re-

sults in a feasible algorithm that works quite effectively.

III. THE PMHT

A. Description of the algorithm

When there are Ns illuminators
2 and M targets, at

each measurement time ti (i= 1,2, : : : ,T), a state of tar-

get m is denoted by xm(ti). XT is the collection of states

for all targets up to time T and ZT is the set of condition-

ally statistically independent measurements, in which

ZT = (Zt0 ,Zt1 , : : : ,ZtT ), where Zti = (z
(1)
ti ,z

(2)
ti , : : : ,z

(Nti )

ti )–

there are Nti measurements at time ti. In fact, we have:

² The statistically independent measurement-to-target
assignments are described by KT = (Kt0 , Kt1 , : : : ,KtT )
and Kti = (k(1)ti ,k(2)ti , : : : ,k

(Nti )

ti ) where 1· k(r)ti ·M de-

notes the index of the target assigned to the measure-

ment z(r)ti .

² The (again: statistically independent) measurement-
to-illuminator assignments–the new illuminator-to-

measurement association ambiguity–are denoted

LT= (Lt0 ,Lt1 , : : : ,LtT ), in which Lti= (l(1)ti , l(2)ti , : : : , l
(Nti )

ti )

and 1· l(r)ti ·Ns is the index of illuminator assigned
to the measurement z(r)ti .

The “usual” PMHT association model accommo-

dates more than one measurement being assigned to

each target, and that remains so here. But note also that

each target can further be associated with more than

one measurement for each illuminator. Physically this

is wrong; algorithmically it is a nice feature.

2We use the subscript s mostly to avoid confusion, but defensibly to

indicate the ground-station in the DVB/DAB network.
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In the usual case having only one kind of data as-

sociation ambiguities between measurements and tar-

gets, the PMHT uses the EM algorithm to maximize

p(XT j ZT) over XT [8], [9], [19], utilizing the quantity
Q(X(n+1)T j X(n)T )

´
X
KT
ln(p(X

(n+1)
T ,KT j ZT))p(KT j X(n)T ,ZT), (5)

instead of directly finding the MAP (maximum a pos-

teriori) estimate of XT

XMAP = argmax
XT
Efln(p(XT j ZT))g: (6)

At each iteration, the algorithm finds

X(n+1)T = argmax
X
(n+1)
T

Q(X(n+1)T j X(n)T ) (7)

achieving p(X(n+1)T j ZT)> p(X(n)T j ZT).
Generalizing this to the case having the additional

association ambiguities between measurements and il-

luminators, the quantity Q(X(n+1)T j X(n)T ) is
Q(X(n+1)T j X(n)T )´

X
KT ,LT

ln(p(X(n+1)T ,KT,LT j ZT))

£p(KT,LT j X(n)T ,ZT): (8)

Assuming P(k(r)ti =m) = ¼
k
m and P(l

(r)
ti = s) = ¼

l
s, the con-

ditional pdf for all measurements is as follows:

P(KT,LT j X(n)T ,ZT) =
TY
i=1

NtiY
r=1

!(n)ti,r (m,s) (9)

in which

!(n)ti,r (m,s)

=
¼km¼

l
sp(z

(r)
ti j k(r)ti =m, l(r)ti = s,x(n)m (ti))PM

p=1

PNs
q=1¼

k
p¼

l
qp(z

(r)
ti j k(r)ti = p, l(r)ti = q,x(n)p (ti))

:

(10)

It is noted that !(n)ti,r (m,s) denotes the posterior proba-

bility of measurement r being related to target m and

illuminator s at time ti at the nth EM iteration.

Now, we have

Q(X(n+1)T j X(n)T )
=
X
K,L
ln[p(X(n+1),K,L,ZT)p(K,L j X(n),ZT)] (11)

= ln

24 MY
q=1

(p(x(n+1)q (t1))

TY
i=2

p(x(n+1)q (ti) j x(n+1)q (ti¡1))

35
(12)

+

MtX
m=1

NsX
s=1

TX
i=1

NtiX
r=1

(!(n)ti,r (m,s) ln[¼
k
m¼

l
s]

+!(n)ti,r (m,s) ln[p(z
(r)
ti
j k(r)ti =m, l(r)ti = s,x(n+1)m (ti))])

so

rX(n+1)Q(X(n+1) j X(n)) (13)

=rX(n+1)
24ln

24 MY
q=1

(P(x(n+1)q (t1))

£
TY
i=2

P(x(n+1)q (ti) j x(n+1)q (ti¡1))

##

+
X
m,s

TX
i=1

rX(n+1)hs(x(n+1)m (ti))

£
24Ã Rm,s(ti)PNti

r=1!
(n)
ti ,r (m,s)

!¡1

£
0@ NtiX
r=1

!(n)ti,r (m,s)(z
(r)
ti )PNti

r=1!
(n)
ti,r (m,s)

¡hs(x(n+1)m (ti))

1A35
Similar to [19], r

X
(n+1)
T

Q(X(n+1)T j X(n)T ) is equal to the
gradient of logarithm of the joint “synthetic” Q-function

Q̃(X(n+1)T j X(n)T ) having no data association uncertainty
with synthetic measurement z̃m,s and synthetic measure-

ment covariance R̃m,s(ti). That is, we have

rX(n+1)Q(X(n+1)T j X(n)T ) =rX(n+1)
T

Q̃(X
(n+1)
T j X(n)T ) (14)

where

Q̃(X(n+1)T j X(n)T )

= ln

24 MY
q=1

(p(x(n+1)q (t1))

TY
i=2

p(x(n+1)q (ti) j x(n+1)q (ti¡ 1))
35

¡ 1
2

MtX
m=1

NsX
s=1

TX
i=1

[z̃ti (m,s)¡ hs(x(n+1)m (ti))]
T

£ R̃m,s(ti)¡1[z̃ti (m,s)¡ hs(x(n+1)m (ti))], (15)

we obtain

z̃m,s(ti) =

PNti
r=1!

(n)
ti,r (m,s)z

(r)
tiPNti

r=1!
(n)
ti,r (m,s)

(16)

R̃m,s(ti) =
Rm,s(ti)PNti

r=1!
(n)
ti,r (m,s)

(17)

The form of (15) reflects the nonlinearity of the mea-

surement model (4) by involving hs(x
(n+1)
m (ti)) explicitly.

If one’s taste leans towards the unscented Kalman fil-

ter (UKF) (e.g., [2]) this is useful. Perhaps it is more

familiar to write

Hm,s(ti) =rX(n)hs(x(n)m (ti)) (18)

suggesting that an extended Kalman filter (EKF) [1] can

be used within a Kalman smoother.

THE PMHT FOR PASSIVE RADAR IN A DAB/DVB NETWORK 29



Fig. 1. PMHT (tracking) algorithm to update the state and covariance of target m at time ti. If an EKF is used, z̃m,s(ti) in the third step

should be replaced by z̃m,s(ti)¡ [hs(x(n)m (ti))¡Hm,s(ti)x(n)m (ti)].

That is, an iterated (extended) Kalman smoother rou-

tine using “synthetic” measurements fz̃m,s(ti)gTi=1 and
corresponding covariances fR̃m,s(ti)gTi=1 from (16) and

(17) for each target m would be sufficient if there were

only one transmitter s=Ns = 1, although a full Carte-

sian track would problematic if there were only one

transmitter. To exploit the multi-sensor “triangulation”

necessary for Cartesian tracking it is necessary to fuse

data from multiple illuminators. There are various meth-

ods [8], [14], [15], [17] for this, and we adopt here that

using stacked synthetic measurements:

ẑm(ti) = [z̃
T
m,1(ti), z̃

T
m,2(ti), : : : , z̃

T
m,Ns
(ti)]

T (19)

Ĥm(ti) = diag[Hm,1(ti),Hm,2(ti), : : : ,Hm,Ns(ti)]

R̂m(ti) = diag[R̃m,1(ti), R̃m,2(ti), : : : , R̃m,Ns(ti)]

The algorithm is described in Figure 1. We note that

the PMHT is known sometimes to converge to a local

MAP (basically a lost track) [19]. In our study here we

have not suppressed this behavior; but it seems to be a

lesser problem for the PMHT than the additional data

association that vexes the other approaches.

In the following section we will compare this new

method to the modified JPDA and particle filter (PF)

approaches. Hence in the next two subsections we will

mention the track-management schemes used for this

comparison.

B. Initiation of tracks

To initiate tracks, we adopt the PMHTI method

presented in [6]. To decrease complexity caused by

the search for local maxima of p(Z j p) using all the
points obtained by the spherical-intersection method,

we modify the search step to use only the initialization

points having the highest likelihoods (rather than all the

points). We call this the modified PMHTI method in

Figure 2.

Here, a track is confirmed in the PMHT if the sum

of measurement weights is higher than a certain thresh-

old for three out of five consecutive scans, and the es-

timated covariance is smaller than a certain threshold.

The JPDA filter confirms a track if there is at least one

measurement within the target’s gate for three out of

five consecutive scans and the gate is smaller than a

certain threshold. The particle filter confirms temporary

tracks if there is at least one measurement in the vali-

dation region for three out of five consecutive scans.

C. Track Termination

Respectively, these use:

1) PMHT: In the PMHT, a track is called lost if

the sum of weights of measurements (i.e.,
P
s !

(n)
ti,r (m,s))

is less than a certain threshold for three out of five

consecutive scans, or the estimated covariance is larger

than a certain threshold.

2) JPDA using the Extend Kalman filter: The track

is declared lost if no measurement falls within the
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Fig. 2. Modified PMHTI (initiation) method:M is a set of 3-permutations of measurements and S is a set of 3-combinations of
illuminators. N1p and N

2
p are thresholds, and the position and velocity is denoted by p and v, respectively.

target’s gate [2] for three out of five consecutive scans

or the gate is larger than a certain threshold. When the

predicted measurement ẑ and the associated covariance

S are given, the measurement z is considered to be in

the validation region if (z¡ ẑ)TS¡1(z¡ ẑ)< °, where the
threshold ° denotes the gate size.

3) PF: The particle filter defines the validation re-

gion by using statistical distance in measurement space

[2], [18]: when ẑ is the converted measurement from

an estimated state and R is the measurement noise

covariance, the measurement z is defined as valid if

(z¡ ẑ)TR¡1(z¡ ẑ)< ° for threshold °. If there is no
measurement in the validation region for three out of

five consecutive scans, or every particle has negligible

weight caused by impoverishment/degeneracy of parti-

cles, the track is declared lost. It is noted that the particle

filter does not use the validation region to estimate the

state, unlike the JPDA.

IV. SIMULATION

It is assumed that there are three targets, five illumi-

nators and one receiver, as in Figure 3. False measure-

ments are uniformly distributed with spatial density ¸ in

a surveillance region of volume V in range-/range-rate

space, while their number Á is Poisson. The measure-

ment noise follows a Gaussian distribution N (0,¾2°) for
range, and N (0,¾2_°) for range-rate. 100 Monte Carlo
runs are performed and 2,000 particles are used in the

particle filter. Track management is integral to the simu-

lation: no tracker has prior information as to the number

of targets. For the initiation method N1p = 50 and N
2
p = 3

are chosen (see Figure 2). The PMHT uses a sliding

batch (see [19]) of length 5.

A. Comparison in Terms of Target Number

We compare the PMHT to the modified JPDA filter

and the (bootstrap) particle filter [5], where in each case

the PMHTI method [6] is used for track initiation and

using track confirmation/termination as described ear-

lier. Trajectories from the previous simulation (pictured

in Figure 3) are used, but they begin at different times

and last for fewer than 60 scans in order to examine the

performance of track management. In this subsection,

the measurement noise standard deviation is ¾° = 20 m

and ¾ _° = 2 m/s.

The PMHT filter confirms and terminates tracks

remarkably well, regardless of the false alarm density

and the detection probability, as seen in Figures 4 and
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Fig. 3. Trajectories with three targets, five illuminators and one receiver. (a) Three dimensional space. (b) Projected in a two dimensional

space.

Fig. 4. Average number of confirmed tracks with low false alarm density (¸V = 1): the PMHT almost overlaps with the ground truth.

(a) JPDAF. (b) Particle Filter. (c) PMHT.

6, where the performance almost does not degrade for

the high false alarm density. Although the JPDA and

particle filters show good performance with a low false

alarm density, when the expected number of false alarms

is increased to four the termination of tracks in the

JPDA filter degrades (track confirmation is still quite

good) and the particle filter deteriorates according to

both measures.

As expected, the number of temporary tracks in

every tracker increases at higher false alarm rates, as

seen in Figures 5 and 7. It is also shown that this

number is strongly related to the number of confirmed

tracks. For example, since the particle filter does not

perform termination and confirmation especially well

in high clutter, there are more confirmed tracks and

fewer temporary ones compared to the other trackers in

Figures 6 and 7, since if more measurements are within

the validation region of the confirmed tracks there are

fewer measurements to initiate temporary tracks.

It is noted that the modifications to the termination

rule affect track confirmation, for example a stricter ter-

mination rule could terminate temporary tracks too eas-

ily before they are confirmed. When stricter termination

and confirmation rules are applied to these filters (e.g.,

two out of seven scans for termination and five out of

seven scans for confirmation), the performance of the

JPDA filter is severely degraded and the particle filter’s

performance is also worsened, especially at lower detec-

tion probabilities. In the PMHT filter, the threshold on

the sum of the weights is more influential on the perfor-

mance than the choice of termination/confirmation rules

and the appropriate threshold is also critical to show the

good performance.

We also note that in this simulation the PMHT, with

its simplified data association, does not require many

iterations to converge; while the JPDAF still needs to

evaluate all data association events and the particle filter

must update every particle’s weight. Hence, at least in

our experience, the PMHT is considerably faster than

the JPDA and particle filter approaches.

B. Comparison in Terms of Track Accuracy

We have carried out additional comparison of the

trackers via RMSE. In order to remove the effect of
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Fig. 5. Average number of temporary tracks with the low false alarm density (¸V = 1): the truth is the number of true tracks considered as

temporary tracks following the track confirmation rule. (a) JPDAF. (b) Particle Filter. (c) PMHT.

Fig. 6. Average number of confirmed tracks with high false alarm density (¸V = 4): the PMHT shows similar performance to the case

having low false alarm density, unlike other filters. (a) JPDAF. (b) Particle Filter. (c) PMHT.

Fig. 7. Average number of temporary tracks with high false alarm density (¸V = 4): the truth is the number of true tracks considered as

temporary tracks following the track confirmation rule. Due to the high false alarm density, the number of temporary tracks apparently

increases. (a) JPDAF. (b) Particle Filter. (c) PMHT.

the initiation algorithm, the initial p and velocity v are

generated from the position p0 and velocity v0 of ground

truth such that p= p0 +!1 and v= v0 +!2, where !i
follows Gaussian distribution N (0,¾2i ) with ¾1 = ¾° and
¾2 = 2¾ _°.

For the measurement noise of ¾° = 20 m and ¾ _° =

2 m/s, the RMSE of the PMHT decreases over time,

while the other filters show the opposite tendency (with

the exception of the JPDA filter with Pd = 0:7), as seen

in Figures 8 and 9; presumably this follows from the

PMHT’s batch-optimization behavior. The performance

of the PMHT filter was found to be more sensitive to

the illuminator/receiver/target geometry than the other

filters. At this level of measurement noise, there was no

lost track. It is also noted that the RMSE of the second

target is very similar to the third target and is not shown

here.

When the range measurement noise is increased to

¾° = 100 m, the performance of the PMHT for the third

target is a little worse than the case having the low

measurement noise, but the RMSE of PMHT for the

first target with the low detection probability (Pd = 0:7)
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Fig. 8. RMSE for different detection probabilities with ¸V = 1 and low measurement noise (¾° = 20 m and ¾ _° = 2 m/s): the RMSE is less

than 150 m, and the RMSE of the PMHT decreases while the other filters increase, but it is sensitive to illuminator/receiver/target geometry.

(a) First Target. (b) Third Target.

Fig. 9. RMSE for different expected numbers of false alarms (¸V) with detection probability Pd = 0:99 and low measurement noise

(¾° = 20 m and ¾ _° = 2 m/s): the RMSE is less than 180 m and the high false alarm rate has a more profound effect on the PMHT than the

low detection probability. (a) First Target. (b) Third Target.

or the high expected number of false alarm (¸V = 10)

is clearly degraded more than other filters, as seen

in Figures 10 and 11. The tendency of the RMSE to

decrease over time for the PMHT is still present in this

case. The rate of track loss in the PMHT filter is less

than 2% with detection probability less than 0.8, while

there is no lost track in the JPDA filter for every case.

The track loss in the particle filter reaches 30% when

the detection probability is 0.7. Additionally, the JPDA

filter’s performance with the low detection probability

is better than the high detection probability as seen in

Figures 8 and 10, meaning that many measurements

degrade the data association rather than help. Further,

the performance of the JPDA filter seems unaffected by

a higher false alarm density, as seen in Figures 9 and

11. We note that tracker RMSE curves vary significantly

with geometry and other factors [5].

C. Discussion

There are separate results for comparisons in terms

of track management and in terms of track accuracy.

The former are clear and depend little on geometry nor

parameter settings: the PMHT is remarkably accurate

at determining the number of extant tracks. We have

shown typical examples of the latter that strongly imply

considerable preferability of the PMHT. But these re-

sults depend more on geometry and parameter settings,

and it can be difficult to distinguish a track that is being

lost from one that is merely bad. Nonetheless, on the

basis of these results and others–and also on our ob-

servation of computational needs–we confidently con-

tend that the PMHT approach (coupled with the PMHTI

for track initiation and simple rules for validation and

termination) is the way to go.

It is harder to be confident as to why. We offer the

following. All three of these algorithms are approxima-

tions. The “super-targets” in the JPDAF’s association

model are a convenience (plus its “memory” is only one

scan); the PMHT uses an “incorrect” assignment prior;

and the particle filter both uses a form of the PMHT

model and becomes exact only in the limit as the num-

ber of particles diverges. It seems that the PMHT’s price

(modeling) is worth the benefit (multiscan operation).
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Fig. 10. RMSE for different detection probabilities with high measurement noise (¾° = 100 m and ¾ _° = 2 m/s): the RMSE is less than

1,000 m. (a) First Target. (b) Third Target.

Fig. 11. RMSE for different expected numbers of false alarm (¸V) with high measurement noise (¾° = 100 m and ¾ _° = 2 m/s): the RMSE

is less than 1,400 m, and the PMHT filter is more affected by the high false alarm density than other filters. (a) First Target. (b) Third Target.

V. SUMMARY

The design of a passive radar system poaching

DAB/DVB signals is challenging, due both to the poor

quality of angular information and to the use of indistin-

guishable signals from multistatic transmitters–there is

an additional association ambiguity between measure-

ments and illuminators. A tracking system using the

PMHT to deal with the measurement-illuminator-target

association was here presented. This (modified) PMHT

was compared with a modified JPDA filter and parti-

cle filter. When these trackers are combined with the

PMHTI method for track-initiation, the PMHT shows

excellent performance compared to the other filters. In

terms of computational complexity, the PMHT filter is

in our experience faster as well.
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Practical Data Association for

Passive Sensors in 3D

SHUO ZHANG

YAAKOV BAR-SHALOM

This paper considers the passive-sensor data association prob-

lem based on multi-dimensional assignment (MDA), a prerequisite

for data fusion. The S-D algorithm has been shown to be effective

for solving the MDA problem. The bottleneck of the S-D algorithm

lies in its cost computation, which consumes about 95%—99% of

the CPU times. Since the number of costs in the MDA problem

increases exponentially with the number of sensors, the S-D algo-

rithm becomes quite inefficient when a large number of sensors

are used. We propose an efficient data association technique, “S0-

D+Seq(2-D)” algorithm, which decomposes the original problem

to an S0-dimensional assignment and several 2-dimensional assign-

ments. The S0-D+Seq(2-D) algorithm yields a total number of costs

which only increases quadratically with the number of sensors. Sim-

ulation results show that the S0-D+Seq(2-D) algorithm achieves a

significant reduction in CPU time compared to the S-D algorithm

with similar association qualities.
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1. INTRODUCTION

Data association is a crucial task in many surveil-

lance systems and is a prerequisite for data fusion.

In general data association solves the correspondence

problem in either a “hard” or “soft” manner [2]. A

typical step in tracking problems is the measurement-

to-track association where it decides which measure-

ment to update which track. There are several state-of-

the-art methods in solving the type of association, for

example, Joint Probabilistic Data Association (JPDA)

and Multiple Hypothesis Tracking (MHT) [2]. In this

paper, we consider another type of association called

measurement-to-measurement association in a multisen-

sor mutlitarget scenario, where each sensor generates a

set of line of sight (LOS) or direction of arrival (DOA),

i.e., incomplete position measurements of the targets

and the goal is to decide which of the measurements in

each sensor correspond to the same target. The measure-

ments are grouped together by an association algorithm

and are used to generate a composite (full position) mea-

surement of a common target. In tracking applications,

the composite measurements can be used in the sub-

sequent measurement-to-track association to update ex-

isting tracks (this is fusion configuration III [2]). This

measurement-to-measurement association is considered

as “static” where the measurements are assumed to be

synchronized, i.e., observed at the same time. The fusion

of asynchronous measurements is discussed in [13].

Measurement-to-measurement association becomes

especially challenging if the sensors are passive and

measure LOS angles only for the targets. Measurements

from multiple sensors have to be associated to deter-

mine the full positions of the targets. The brute force

approach, i.e., enumerating all possible combinations

and choosing the most likely one, is computationally

prohibitive even for a moderate size problem. For ex-

ample, the total number of combinations for a scenario

of 20 targets and 2 sensors (assuming no missed de-

tections or false alarms) is 20! = 2:4£ 1018. A practi-

cal approach is to formulate the multisensor data as-

sociation as a multiple dimensional assignment (MDA)

problem [2] and then employ (constrained) optimization

techniques to obtain the optimal assignment. When the

number of sensors is greater than or equal to three (i.e.,

S ¸ 3), the MDA is known to be NP hard. While a num-
ber of suboptimal techniques have been proposed, the

Lagrangian relaxation based approaches [14], [16] have

been shown to be superior to others (e.g., branch and

bound, row-column heuristic) for their excellent balance

between the accuracy and the efficiency. The relaxation

technique in [9] is termed as the S-D (assignment) algo-

rithm. In [18] an extended approach of determining the

top m assignments (as opposed to only the best one) has

been obtained by using Murty’s ranking algorithm [10].

Prior to the optimization step in the S-D algorithm,

the first step is to calculate the candidate association
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costs. It has been reported [20], [1] that this cost-

calculation step consumes 95%—99% of the CPU time.

Consequently, when the number of targets is large, a

direct use of the S-D algorithm can become quite in-

efficient. Thus, for the large-scale problem clustering

techniques [8] are applied before carrying out the S-D

algorithm. By employing the clustering (or partition-

ing), the original large problem is reduced to a number

of smaller subproblems, which can be solved efficiently

by the S-D algorithm.

However, even with the clustering, the CPU time

of the S-D algorithm increases drastically when a large

number of sensors are used. The reason is that the

number of costs to be computed increases exponen-

tially with the number of sensors, although this com-

putational burden can be mitigated by employing the

gating technique [2], [7] to remove unlikely candidate

associations. Note that it is not uncommon to have a

large number of passive sensors since some of them

have lower costs and are easier for deployment, e.g.,

infrared or CCD cameras. Aiming at the large-scale

data association, that is, when a large number of targets

are present and many sensors are used, we propose an

efficient data association technique: “S0-D+Seq(2-D)”

algorithm. This algorithm first decomposes the origi-

nal problem to a (fixed) S0-dimensional assignment and

S¡ S0 2-dimensional assignments. Then the former is
solved by using the S-D algorithm and the latter is

solved by a successive use of the (modified) Auction

algorithm [14].

The paper is organized as follows. In Section 2 the

MDA problem is formulated for passive sensors in 3D.

In Section 3 the iterative least squares (ILS) technique is

presented for target position estimation using the LOS

measurements. In Section 4 the dihedral-angle based

clustering technique is discussed. The proposed S0-

D+Seq(2-D) algorithm is given in Section 5. Simulation

results are given in Section 6 based on a large-scale

localization problem. Finally, conclusions are given in

Section 7.

2. FORMULATION OF THE MDA PROBLEM

Assume that there are S passive sensors in a 3D

space,with knownpositionsps = [xs,ys,zs]
0 (s= 1, : : : ,S).

The sensors are assumed to be synchronized.1 For a

given target, each sensor provides its LOS measurement,

azimuth angle and elevation angle, namely,

zis = h(x,ps)+ws s= 1, : : : ,S (1)

where is is the measurement index in sensor s, x=

[x,y,z]0 denotes the target’s position, ws is zero-mean
white Gaussian measurement noise with covariance Rs

1This corresponds to Configuration III Fusion, following the classifi-

cation originated by O. E. Drummond (see [2]).

and

h(x,ps) =

·
®s

"s

¸
=

26664
tan¡1

μ
y¡ ys
x¡ xs

¶
tan¡1

Ã
z¡ zsp

(x¡ xs)2 + (y¡ ys)2

!
37775
(2)

Each sensor may receive a number of such measure-

ments from multiple targets, as well as false alarms. An

S-tuple of measurements Zi1i2:::iS , consisting of one mea-

surement from each sensor, represents a possible asso-

ciation, that is, the measurements Zi1i2:::iS are assumed

to originate from the same target. Since a target may

not be detected by every sensor, a dummy measurement

is added to each sensor with index 0, to represent the

missed detection. If there is only one nondummy mea-

surement in a S-tuple, this nondummy measurement is

deemed to be a false alarm.2 For each S-tuple there is

an associated cost ci1i2:::iS , which is given by the negative

log-likelihood ratio [2]

ci1i2:::iS =¡ ln
¤(Zi1i2 :::iS j x)
¤(Zi1i2 :::iS jØ)

(3)

The numerator in (3) represents the likelihood that the

S-tuple of measurements Zi1i2 :::iS originate from the same

target with position x, namely,

¤(Zi1i2:::iS j x) =
SY
s=1

[1¡PDs]1¡u(is)[PDsp(zis j x)]u(is) (4)

where PDs is the detection probability of sensor s, u(is)

is an indicator function, defined as

u(is) =

½
0 if is = 0

1 otherwise
(5)

and p(zis j x) is given by
p(zis j x) = j2¼Rsj¡1=2

¢ exp(¡ 1
2
[zis ¡ h(x,ps)]0R¡1s [zis ¡ h(x,ps)])

(6)

The denominator in (3) represents the likelihood that

all the measurements in the S-tuple are false alarms,

namely,

¤(Zi1i2 :::iS jØ) =
SY
s=1

¸u(is) (7)

where ¸ denotes the spatial density [2] of the false

alarms.

The MDA problem is formulated as follows [9]

min
½i1 i2 :::iS

n1X
i1=0

n2X
i2=0

¢ ¢ ¢
nSX
iS=0

ci1i2:::iS ½i1i2:::iS (8)

2We make the assumption that a target is detected by at least two

sensors, otherwise the target’s state is unobservable.
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subject to

n2X
i2=0

¢ ¢ ¢
nSX
iS=0

½i1i2:::iS = 1; i1 = 1,2, : : : ,n1

n1X
i1=0

¢ ¢ ¢
nSX
iS=0

½i1i2:::iS = 1; i2 = 1,2, : : : ,n2

...
...

n1X
i1=0

¢ ¢ ¢
nS¡1X
iS¡1=0

½i1i2:::iS = 1; iS = 1,2, : : : ,nS (9)

where ½i1i2:::iS 2 f0,1g. Thus, the goal is to find f½i1i2:::iSg,
i.e., a partition of the total measurements that minimizes

the global cost, subject to the constraints that each mea-

surement is associated with one and only one measure-

ment (including the dummy measurement) in each other

sensor. When S = 2, this MDA problem can be solved

exactly by using the modified Auction algorithm [14].

In the general case, i.e., S > 2, this problem is NP hard

and can only be solved suboptimally. The S-D algorithm

[9], which is based on the Lagrangian relaxation, has

been shown to be an effective technique to solve this

general MDA problem.

3. POSITION ESTIMATION VIA ITERATIVE LEAST
SQUARES

Since the target position x in (4) is unknown, it is

substituted by its estimate x̂ obtained from the S-tuple

of measurements Zi1i2:::iS . While there are a number of

methods to obtain x̂, the iterative least squares (ILS)

technique [3] is preferred since it is easy to implement

(no Hessian involved) and provides a (approximate)

covariance matrix for its estimate at the same time.

Assume that there are n nondummy measurements

in Zi1i2:::iS (2· n· S) and we stack them to form an

augmented vector z. Then, the ILS estimate in the jth

iteration can be written as

x̂j+1 = x̂j +[(Hj)0R¡1Hj]¡1

¢ (Hj)0R¡1[z¡h(x̂,p)] (10)

where R = diag([R1, : : : ,Rn]),
3 ẑ= [ẑ01, : : : , ẑ

0
n]
0, h(x̂,p) =

[h(x̂,p1)
0, : : : ,h(x̂,pn)

0]0 and

Hj =
@h(x̂,p)

@x

¯̄̄̄
x=x̂j

(11)

is the Jacobian matrix of the stacked measurement vec-

tor evaluated at x̂j . In this case, the Jacobian matrix is

H = [H 01 ¢ ¢ ¢H 0n]0 (12)

3The subscript in Ri is the index of the nondummy measurement and

is not the sensor index. It is different from that of the previous section.

This holds for other variables.

where

Hi =

2664
@®i
@x

@®i
@y

@®i
@z

@"i
@x

@"i
@y

@"i
@z

3775 (13)

@®i
@x

=¡ y¡ yi
(x¡ xi)2 + (y¡ yi)2

(14)

@®i
@y

=
x¡ xi

(x¡ xi)2 + (y¡ yi)2
(15)

@®i
@z

= 0 (16)

@"i
@x

=¡ (x¡ xi)(z¡ zi)p
(x¡ xi)2 + (y¡ yi)2kx¡pik2

(17)

@"i
@y

=¡ (y¡ yi)(z¡ zi)p
(x¡ xi)2 + (y¡ yi)2kx¡pik2

(18)

@"i
@z

=

p
(x¡ xi)2 + (y¡ yi)2

kx¡pik2
(19)

and k ¢ k denotes the Euclidean norm.
To start the ILS recursion an inital estimate x̂0 is

required, which is given by [12]

x̂0 =
y2¡ y1 + x1 tan®1¡ x2 tan®2

tan®1¡ tan®2
(20)

ŷ0 =
tan®1(y2 + tan®2(x1¡ x2))¡ y1 tan®2

tan®1¡ tan®2
(21)

ẑ0 = z1 + tan"1

¯̄̄̄
(y1¡ y2)cos®2 + (x2¡ x1)sin®2

sin(®1¡®2)
¯̄̄̄
(22)

which has made use of the first two measurements.

4. CLUSTERING

In the S-D algorithm, the most expensive step is

computing the association costs, which consumes 95%—

99% of the CPU time [20], [1]. From (8) the total

number of costs to be calculated is

nc =

SY
s=1

(ns+1) (23)

For simplicity, assuming that the number of measure-

ments is n0 for every list (sensor), then

nc = (n0 +1)
S (24)

Consequently, a large n0 is unfavorable for the effi-

ciency of the S-D algorithm.

The clustering technique is used to reduce a large-

size problem to a number of smaller subproblems,

which can be solved independently. The clustering algo-

rithm groups measurements based on a distance metric.

For the passive sensors in 3D, an effective metric is the

so-called dihedral angle [8]. The dihedral angle is de-

fined as the angle between two planes, a target plane and
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Fig. 1. Clustering using dihedral angles.

Fig. 2. Computation of the dihedral angle.

TABLE 1

Clustering Using Dihedral Angles

FOR sensor s = 1 : S¡ 1
FOR sensor j = s+1 : S

Cluster measurements in sensors s and j using the dihedral

angles

END FOR

Find the measurements that have not yet been clustered for the

use of the next iteration

END FOR

a reference plane (see Fig. 1). The target plane passes

through two sensors and one LOS measurement from

either of these two sensors, while the reference plane is

the XY plane in the 3D Cartesian space (assuming both

of the sensors are located on the XY plane). Given two

LOS measurements from two different sensors, if these

measurements originate from the same target, then the

two dihedral angles, one for each LOS measurement,

would be close to each other. As a result, clustering the

dihedral angles leads to clustering the respective LOS

measurements.

The dihedral angle ' for a LOS measurement [®,"]0

from sensor 1 located at the origin with reference to

another sensor 2 located on the same plane as sensor 1,

but at an angle ¯ to it (see Fig. 2) is given by

'= tan¡1
μ
tan"

sin¢

¶
(25)

where

¢=mod(j®¡¯j,¼) (26)

Eq. (26) denotes the angle j®¡¯j with a modulus of ¼.
The dihedral angles have to be computed in pair-

wise between each pair of sensors. A summary of the

clustering algorithm using the dihedral angles is given

in Table 1.

TABLE 2

Numbers of Costs of the S-D algorithm for Different Numbers of

Sensors (n0 = 7)

No. of sensors S No. of costs nc

4 4,096

7 2,097,152

10 1,073,700,000

The dihedral angle can be also utilized in gating [2]

to prune unlikely associations. If a candidate association

fails in the gating test, there is no need to compute its

cost, i.e., an infinitely large cost is assigned to it. For

a given cluster, the calculation of the candidate costs is

recursive. Beginning at zi1 in list 1, we take one mea-

surement from each list at a time. If the measurement

falls inside the gate defined by the previous measure-

ments in the tuple, this measurement is incorporated in

the tuple, which advances to the next list. The cost of the

tuple is only evaluated at the last list when a full tuple

is achieved. For example, assuming the current list is m

and the current association tuple is Zi1:::im¡1 , if zim passes

the gating test then it is added and form Zi1:::im , otherwise

all the subsequent candidate associations starting with

Zi1:::im are discarded. Consequently, the CPU time spent

in the cost computation can be saved via this gating

process.

REMARK I: While the clustering technique signifi-

cantly reduces the association complexity, the downside

is that some measurements can be grouped incorrectly.

Hence the use of clusters poses a design trade-off be-

tween complexity and accuracy. Note that the associa-

tion algorithm to be presented next is not restricted to

this clustering technique. It can be integrated with any

clustering algorithm for passive sensors in 3D.

5. S0-D+Seq(2-D) ALGORITHM

For a small number of sensors, the S-D algorithm

(along with the clustering technique if the number of

targets is large) is able to perform in real time. However,

when the number of the sensors increases, the CPU

time of the S-D algorithm increases drastically, which

is impossible for the S-D algorithm to operate in real

time. We can see from (24) the total number of costs

increases exponentially with S. For example, assuming

n0 in (24) is 7 (in each cluster we expect a small number

of n0), the numbers of costs for the S-D algorithm are

shown in Table 2 for different numbers of sensors.

When S = 10, the total number of costs is over one

billion4 for a single cluster.

We propose an efficient data association technique,

called S0-D+Seq(2-D) algorithm, for the case where

more than 3 sensors are used. This algorithm consists of

two steps, the S0-D step and the Seq(2-D) step, which

are presented next.

4The actual number of costs to be computed would be smaller due to

gating.
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Fig. 3. An illustration of the S0-D+Seq(2-D) algorithm.

S0-D step: This steps solves a standard MDA prob-

lem with the dimension of S0 using the S-D algorithm,

that is, the data association is performed among S0 sen-

sors (S0 < S). While the minimum value of S0 is 2, prac-

tically S0 should be at least 3 to achieve quality asso-

ciations. This is due to the ghosting problem [2] of the

passive sensors. The use of more sensors can mitigate

this ghosting effect. A large gate (or no gating) is rec-

ommended for the S0-D step to prevent discarding some

less likely (due to noises) but real associations.

Seq(2-D) step: This step solves a series of 2D as-

signments sequentially using the modified Auction al-

gorithm [14]. The number of the 2D assignments is

S¡ S0. After the S0-D step, the S0-tuple association re-
sults are available. Then, take a new list from the re-

maining S¡ S0 lists and formulate a 2-D assignment

between the previous association results and the mea-

surements in this new list. After the 2-D assignment, the

length of each association is incremented by one, i.e.,

becoming a S0 +1-tuple. Next, take another list from

the remaining S¡ S0¡ 1 lists and solve another 2-D
assignment, and so on. In the end, after carrying out

S¡ S0 2-D assignments, each association is in a full

tuple, i.e., a S-tuple. The S0-D+Seq(2-D) algorithm is

summarized in Table 3, assuming the S0-D step chooses

the first S0 lists, i.e., s= 1,2, : : : ,S0. An illustration of the

S0-D+Seq(2-D) algorithm is shown in Fig. 3.

Similarly to (24), the number of costs in the S0-D

step is (n0 +1)
S0 . In the Seq(2-D) step, among the S¡ S0

2-D assignments the largest number of costs occur at

the last 2-D assignment, which in the worst case is

((S¡ 1)n0 +1)(n0 +1). Consequently, an upper bound
of the total number of costs of the S0-D+Seq(2-D)

algorithm is given by

n0c = (n0 +1)
S0 + (S¡ S0)(n0 +1)((S¡ 1)n0 +1) (27)

TABLE 3

S0-D+Seq(2-D) Algorithm

1) S0-D step:

Solve the S0-D assignment using the S-D algorithm and obtain

the S0-tuple association results f(i1, : : : , iS0 )g.
2) Seq(2-D) step:

FOR n= S0 + 1 : S

Construct the 2-D assignment between the previous

association results f(i1, : : : , in¡1)g and the measurements
fzing in list n;
Solve the 2-D assignment using the modified Auction

algorithm and obtain the n-tuple results f(i1, : : : , in)g.
END FOR

TABLE 4

Numbers of Costs of the S0-D+Seq(2-D) algorithm for Different

Numbers of Sensors (n0 = 7)

No. of sensors S No. of costs n0c

4 688

7 1,888

10 4,096

which increases quadratically with S. In Table 4 the

values of this upper bound are shown for different

number of sensors.

The association quality of this S0-D+Seq(2-D) algo-

rithm is evaluated next in the simulation results.

6. SIMULATION RESULTS

We consider a localization problem using the LOS

measurements. The numbers of the passive sensors used

are 4, 7 and 10. The sensors are located in a circle

of radius 5 km centered at (5,5) km in the XY plane,

with equal angle separations. The measurement noise

standard deviation is 1 mrad for both azimuth and

elevation angle. All the sensors are assumed to have the

same accuracy, detection probability PD (= 0:98) and

false alarm rate PF (= 10
¡5, which corresponds to an

average 15 false alarms for each sensor). The number

of targets is 300 and their positions are randomly placed

in the 3D Cartesian space, where the ranges of the X,

Y, Z coordinates are 0—10 km, 1—10 km, 5—10 km,

respectively. There is no prior information assumed for

the number of targets. The sensor-target geometry is

shown in Fig. 4 for the case of 10 sensors.

Given an association tuple, if there is only one

nondummy measurement, then it is deemed to represent

a false alarm, otherwise it falls into one of the following

3 categories (similar to [1]):

1. Completely correct (CC) association: The measure-

ments in an association tuple have identical origin

and there is no dummy measurement associated.

2. Partially correct (PC) association: There are at least 2

measurements with common origin, and the rest may

be from different origins or dummy measurements.
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Fig. 4. 300 Targets and 10 sensors (XY projection shown).

3. Completely incorrect (CI) association: In an associa-

tion tuple, there does not exit a pair of measurements

that come from the same origin.

Each CC or PC association corresponds to a detected

target (DT). The DT is defined as the origin that appears

most in a CC or PC association tuple, and the number

of times that the DT appears in a tuple is referred to

as the detection index (DI). The detected targets are a

subset of the total targets (TT).

Given an association tuple, if the number of the non-

dummy measurements is no less than a threshold TH
(TH > 1), then this association is accepted, otherwise it

is rejected. To quantify the quality of the accepted asso-

ciations, we introduce four metrics: fraction of correct

associations, fraction of missed targets, fraction of du-

plicated associations and fraction of purity, which are

defined below5

² Fraction of correct associations (FCA):
FCA=

NCC +NPC
NCC +NPC +NCI

² Fraction of missed targets (FMT):
FMT=

NTT¡NDT
NTT

² Fraction of duplicated associations (FDA):
FDA=

NCC +NPC ¡NDT
NDT

² Fraction of purity (FP):
FP=

DI

S

where DI denotes the average detection index. Note that

only NTT is independent of the threshold TH .

For the comparison, we consider the method that

solves the S dimensional assignment directly, i.e., the

S-D algorithm and the proposed sequential method, S0-

D+Seq(2-D), where S0 = 3. The case of S0 = 2 is also

evaluated in the simulations. Also, we examine the se-

quential m-best assignment algorithm, referred to as

5NX represents the number of X, e.g., NDT denotes the number of

detected targets.

m[S0-D]+Seq(m[2-D]), where for each S0-D and 2-D

assignment, the top m-best assignments (instead of the

only best one) are computed by using the Murty’s rank-

ing algorithm [10], [5]. Efficient implementations of the

Murty’s algorithm can be found in [11], [17], [18]. The

m[S0-D]+Seq(m[2-D]) algorithm is performed as fol-

lows. For each one of the m solutions obtained from the

previous step, the m-best assignment algorithm is car-

ried out, which yields m2 solutions. Then, m best ones

are selected out of these m2 solutions and stored for the

use in the next step. A simplified version, designated

as m[S0-D]+Seq(2-D), is also considered in which the

m-best assignment is carried out only once for the ini-

tial S0-D assignment to obtain the m best solutions, and

for each one of them, the sequential 2-D assignment is

used for subsequent associations. All the algorithms are

coded in C++ and run on a Intel i7 2.70 GHz laptop.

The results are based on 20 Monte Carlo runs.6

The dihedral angle based clustering technique from

Section 4 is employed. The dihedral angle gating is used

when incorporating a new measurement to a associa-

tion tuple which has been validated before. If the new

measurement passes the gate, the resulting new tuple is

valid with the tuple length incremented by one, other-

wise the new tuple is discarded, i.e., the whole (associ-

ation) subtree starting with this new tuple is pruned out.

The parameters are chosen as: TH = 3, m= 4. Although

the detection probability is 0.98, a larger value of PD
(PD < 1) is used in (4). This is due to a phenomenon

to be called “association splitting,” in which a CC or

PC association is divided into two or more PC asso-

ciations, which provide an overall lower cost. A simi-

lar phenomenon was observed in [1] for track-to-track

associations. This splitting phenomenon will result in

incomplete associations.7 The use of a larger (pseudo)

PD will penalize incomplete associations and prevent the

association from splitting.

The CPU times and association qualities for differ-

ent algorithms are compared in Table 5, where the loca-

tion RMSE (averaged over all the correct associations)

is also provided. The S0-D+Seq(2-D) algorithm (S0-D

with sequential 2-D), which is, as discussed below, the

preferred one, is shown in boldface. The CPU time of

the S-D algorithm increases drastically with the number

of sensors, S. When S = 10, the S-D algorithm requires

too much memory that exceeds the computer capacity

and no results were obtained. The S0-D+Seq(2-D) al-

gorithm (S0-D with sequential 2-D), discussed in Sec-

tion 5, is advantageous when a large number of sensors

are used. When S = 7, S0-D+Seq(2-D) reduces the CPU

time of S-D by three orders of magnitude with little dif-

ference in association qualities. In terms of either correct

6This is because a single run of S-D on 7 lists/sensors took half an

hour while for 10 lists it became infeasible.
7For example, an association of measurements from sensors f1,2,3g
and one from f4,5,6,7g are found “cheaper” (when all of them have

the same origin) than associating all of them together.
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TABLE 5

Comparison of different algorithms

No. of sensors Algorithm FCA FMT FDA FP RMSE (m) CPU Time (s)

4 S-D 97.1% 4.8% 3.8% 90.9% 37.6 9.6

4 S0-D+Seq(2-D) 98.3% 6.6% 4.1% 93.1% 39.7 2.8

4 Seq(2-D) 98.6% 10.0% 3.9% 88.7% 42.4 2.0

4 m[S0-D]+Seq(m[2-D]) 97.3% 4.1% 4.2% 92.5% 37.2 8.9

4 m[2-D]+Seq(m[2-D]) 98.0% 4.6% 4.1% 92.8% 37.4 9.6

4 m[S0-D]+Seq(2-D) 97.3% 4.1% 4.2% 92.5% 37.2 7.3

4 m[2-D]+Seq(2-D) 97.6% 4.7% 4.1% 92.7% 37.9 6.9

7 S-D 98.2% 3.6% 6.3% 80.1% 33.9 1316.8

7 S0-D+Seq(2-D) 97.6% 5.2% 4.5% 86.2% 39.8 9.9

7 Seq(2-D) 97.4% 6.6% 4.2% 83.1% 42.7 9.2

7 m[S0-D]+Seq(m[2-D]) 96.8% 2.7% 4.9% 86.7% 35.0 61.1

7 m[2-D]+Seq(m[2-D]) 97.7% 3.5% 3.9% 87.1% 35.6 61.8

7 m[S0-D]+Seq(2-D) 96.8% 3.0% 4.5% 86.9% 35.1 36.4

7 m[2-D]+Seq(2-D) 96.8% 4.0% 4.4% 87.0% 36.4 35.4

10 S-D – – – – – –

10 S0-D+Seq(2-D) 96.8% 4.8% 5.3% 85.9% 40.3 20.2

10 Seq(2-D) 95.8% 5.7% 4.9% 83.3% 44.4 19.5

10 m[S0-D]+Seq(m[2-D]) 96.1% 2.4% 5.5% 86.7% 35.1 169.4

10 m[2-D]+Seq(m[2-D]) 97.2% 3.1% 4.1% 87.3% 36.0 169.2

10 m[S0-D]+Seq(2-D) 96.2% 2.6% 5.2% 86.8% 35.5 75.9

10 m[2-D]+Seq(2-D) 96.3% 3.6% 5.0% 86.9% 37.7 76.4

associations or duplicated associations (FCA and FDA),

which one of S-D and S0-D+Seq(2-D) is better depends

on the number of sensors used. The S-D algorithm has

fewer missed targets (FMT) and smaller RMSE, while

the S0-D+Seq(2-D) algorithm yields purer associations

(FP). With the increase of the number of sensors, both

the missed targets and the purities decline for both

S-D and S0-D+Seq(2-D) algorithms. Computationally,

Seq(2-D) is the least expensive. S0-D+Seq(2-D) con-

sumes more CPU time than Seq(2-D) (for large n the

time difference is negligible), however, it outperforms

the latter in terms of FMT, FP and RMSE. For instance,

when n= 4 the FMT values imply that S0-D+Seq(2-D)

reduces the missed targets of Seq(2-D) by more than

30%. This is obtained at the cost of extra 40% in CPU

time. For large n the improvement is 20% for an extra

CPU time of 5—8%.

When S = 4, the m[S0-D]+Seq(m[2-D]) algorithm

(m-best S0-D with sequential m-best 2-D) has the same

association qualities as the m[S0-D]+Seq(2-D) algo-

rithm (m-best S0-D with sequential 2-D). For S = 7

and S = 10, m[S0-D]+Seq(m[2-D]) outperforms m[S0-

D]+Seq(2-D) in terms of FMT and RMSE, but not by

a large margin. The corresponding CPU times show that

m[S0-D]+Seq(m[2-D]) is more expensive than m[S0-

D]+Seq(2-D). The CPU time of m[S0-D]+Seq(2-D)

is approximately proportional to m. The m[2-D]

+Seq(m[2-D]) algorithm consumes similar CPU time

as the m[S0-D]+Seq(m[2-D]) algorithm, however, the

former has degraded performance in terms of FMT

and RMSE. The same situation occurs for the m[S0-

D]+Seq(2-D) and m[2-D]+Seq(2-D) algorithms. It is

also observed that the (sequential) m-best algorithms

slightly outperform the (sequential) algorithms that

choose the single best solution in FMT and RMSE, but

require more CPU time.

REMARK II: Similarly to the n-scan pruning approach

[4] used in the dynamic association, one can also apply

a sequential S0-dimensional assignment to this static

association problem, that is, solve the S0-D assignment

on sensors 1, : : : ,S0, then make a hard decision on

sensor 1 and solve the S0-D assignment on 2, : : : ,S0 +1,

etc. However, compared to S0-D+Seq(2-D), at each

step the S0-D assignment (assuming S0 > 2) is more

costly than the 2-D assignment for both cost evaluations

and optimization. In terms of association performance,

from the above results we can see that even the S-

D assignment is similar to S0-D+Seq(2-D), thus the

possible improvement of the sequential S0-D assignment

over S0-D+Seq(2-D) is quite limited.

REMARK III: Although the performance using more

sensors appears no better (or worse for some metrics)

than using fewer sensors (as the generation of a valid

association tuple becomes more demanding), from the

robustness point of view the use of more sensors is

always beneficial.

7. CONCLUSIONS

This paper presented an efficient data association

technique, S0-D+Seq(2-D) algorithm, for passive sen-

sors in 3D. The passive-sensor data association is a

challenging problem, since the line of sight (LOS) mea-

surements from the passive sensors only provide par-
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tial knowledge of a target position. The assignment-

based methods have been shown to be very effective

for data association, where the data association is first

formulated as a multiple dimension assignment (MDA)

problem and then solved (suboptimally) by using the

Lagrangian-relaxation based S-D algorithm. The bot-

tleneck of the S-D algorithm lies in the cost compu-

tation, which consumes about 95%—99% of the CPU

times. The number of costs to be evaluated in the MDA

problem increases exponentially with the number of lists

(sensors), which renders the S-D algorithm quite inef-

ficient when a large number of sensors are used. The

proposed S0-D+Seq(2-D) algorithm has a total num-

ber of costs increasing quadratically with the number

of sensors. As a result, it reduces the number of costs

drastically in comparison with the S-D algorithm. For 7

sensors the S0-D+Seq(2-D) algorithm achieves a CPU

time reduction of 3 orders of magnitude compared to the

S-D algorithm. The CPU time can be further reduced by

introducing parallelization to process different clusters

concurrently. The S-D and S0-D+Seq(2-D) algorithms

have similar association qualities. A good choice of S0
has been shown to be 3. The (sequential) m-best algo-

rithms slightly outperform the (sequential) non m-best

algorithms, but are more costly. It has also been shown

that the m[S0-D]+Seq(2-D) algorithm is preferred over

the m[S0-D]+Seq(m[2-D]) algorithm.
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